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How did we get here?
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Premise: Modeling Framework

• Cluster cosmology is a modeling challenge.


• Be explicit about your assumptions!


• We will not 

• assume hydrostatic equilibrium


• consider a hydrostatic bias extracted from hydro simulations (yet?)


• We will trust our intuition (and decades of research) that


• cluster mass proxies correlate with mass


• Mean observable—mass relation is well described by a power law in mass and redshift (with 
unknown parameters)


• weak gravitational lensing measures halo mass with %-level systematic uncertainty (calibrated 
against numerical simulations because we don’t have perfectly centered NFW-profile halos)


• We should account for correlated scatter between the different observables (correlation is 
introduced, e.g., by projecting onto the plane of the sky)


• Theory prediction for halo abundance from N-body simulations (Tinker+08)
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Baryons and the Halo Mass Function 
Bocquet et al. 2016, MNRAS 456, 2361

• At fixed halo mass, feedback 
processes change the abundance


• Use hydrodynamical Magneticum 
Pathfinder simulation suite (Dolag 
et al., www.magneticum.org)


• Up to (2688 Mpc/h)3 to sample 
high-mass halos


• Hydro effects are important for 
upcoming studies using 
M < ~1e14 Msun
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Impact of Feedback on HMF for SPT: None?  
Bocquet et al. 2016, MNRAS 456, 2361
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Forward-Modeling Analysis Strategy
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Use the known relation 
mass -> weak lensing shear profile 

to calibrate 
mass -> SZ effect and mass -> X-ray 

Simultaneous analysis of all observables and 
cosmology to capture all covariances 

https://www.kicc.cam.ac.uk/events/kicc-10th-anniversary-symposium-1
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LCDM with varying sum of neutrino masses 
Bocquet et al. 2019ApJ...878...55B

• Wide flat priors on SZ scaling 
relation parameters fully 
encompass posterior


• Cluster constraint statistically 
limited by mass calibration: 
need more (weak lensing) 
data! (currently 32 clusters)


• 1.5 σ agreement with 
Planck15 TT+lowTEB
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Linear Growth of Structure  
Bocquet et al. 2019ApJ...878...55B
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Blue error bars: Planck constrains the geometry of the Universe only, 
clusters constrain growth. 

Orange error bars: More freedom in observable—mass relation

https://www.kicc.cam.ac.uk/events/kicc-10th-anniversary-symposium-1
https://ui.adsabs.harvard.edu/#abs/2019ApJ...878...55B/abstract


How are we going to improve?
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The Dark Energy Survey

• CTIO Blanco Telescope


• 5000 square degrees in grizy


• Survey is complete — analysis of Y3 data ongoing


• Strategically overlaps the SPT survey
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SPT Clusters + DES Weak Lensing
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WL calibration from DES 
• SV 200deg2: 34 clusters 

(Stern, Dietrich, Bocquet+ 
2018) 

• Y1 1500 deg2 
• Y3: all SPT clusters z < 1

https://www.kicc.cam.ac.uk/events/kicc-10th-anniversary-symposium-1
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SPTcluster + DES WL Analysis Pipeline
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Pipeline validation against 
complete mocks 

(Bocquet+ in prep.)

• Opportunity to make several 
improvements


• Better cluster member contamination 
correction (Maria Paulus, Joe Mohr)


• Explicitly marginalize over halo 
concentration for each halo


• Forward-model lensing miscentering 
(more flexibility)


• Pipeline validation against full-scale 
mocks


• Data analysis will be performed blindly

https://www.kicc.cam.ac.uk/events/kicc-10th-anniversary-symposium-1
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Clusters in the SPTpol Survey
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SPTpol 100d: Huang+19

SPTpol-ECS: Bleem+ in prep.

SPTpol 2700d “Extended Cluster Survey”


• ~Planck depths


• Brings total number of SPT clusters to >1000

SPTpol 100d “deep field”


• 3—4x deeper than SPT-SZ


• deeper = lower-mass clusters


• ~1 cluster per deg2

https://www.kicc.cam.ac.uk/events/kicc-10th-anniversary-symposium-1
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Better Exploitation of SZ Data: 
Multi-Component Matched Filter (MCMF)

• Use DES+WISE to identify OIR 
counterparts near SPT cluster 
candidates


• Enables ~1.5x more clusters 
to lower detection SNR


• Klein+18, Klein+19
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Bradford Benson | South Pole Telescope07/12/2019

Multi-Component Matched Filter (MCMF)

 14

New Result!  Klein et al.M. Klein • MCMF uses DES+WISE to 
identify OIR counterparts near 
SPT cluster candidates  

• With WISE can get photo-z’s out 
to z ~ 1.3, confirmations to 
higher redshift 

• Run MCMF around SPT 
candidates to find nearby OIR 
clusters unlikely to be false 
associations

• For SPT-SZ:
• Bleem et al. 2015 found 516 

clusters at SPT S/N > 4.5
• Klein et al. MCMF finds ~700 

clusters at SPT S/N > 4.0
• MCMF enables ~1.5x more 

clusters from robust OIR 
confirmation to lower SZ S/N

MCMF on SPT-SZ (S/N>4)  
     ~1.5x more clusters!

https://www.kicc.cam.ac.uk/events/kicc-10th-anniversary-symposium-1
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Cosmology Dependence of 
Halo Mass Function
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• Current “universal HMF” approach: 
extrapolate cosmology dependence


• Better: Use emulators to interpolate 
between numerical simulations of 
different cosmologies 
(Aemulus: McClintock+18, Dark Quest: Nishimichi+19)


• Mira-Titan Universe: first emulator suite 
to include massive neutrinos and 
dynamical dark energy 
(Heitmann+16)


• Use 111 (2.1 Gpc)3 and (5 Gpc)3 
simulations covering 8 cosmological 
parameters and interpolate using 
Gaussian process 
(Bocquet+ to be submitted)

https://www.kicc.cam.ac.uk/events/kicc-10th-anniversary-symposium-1
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The Need for an HMF Emulator: 
Extreme example for w0waCDM + Σmν
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Universal HMF Emulator 
(Bocquet, Habib, Heitmann, in prep.)

https://www.kicc.cam.ac.uk/events/kicc-10th-anniversary-symposium-1


• Data-driven cosmology from SPT 
galaxy clusters 

• Multi-observable modeling 
framework 

• Weak-lensing mass calibration 

• WL sample is expanding thanks 
to the Dark Energy Survey, HST 
programs, and CMB lensing 

• SPTpol cluster catalogs being 
published 

• Optical follow-up of SPT-3G 
high-z clusters started tonight! 

• HMF emulation 

• Exciting times ahead!

Summary
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The South Pole 
Telescope (SPT)

10-meter sub-mm quality 
wavelength telescope

  95, 150, 220 GHz and           
  1.6,  1.2,  1.0 arcmin resolution

2007: SPT-SZ
 960 detectors
 95,150,220 GHz

2016: SPT-3G
 ~16,200 detectors
95,150, 225 GHz
 +Polarization

2012: SPTpol
 1600 detectors
 90,150 GHz
 +Polarization

Funded by: 

Funded By:
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Weak-Lensing Bias and Scatter  
Bocquet et al. 2019ApJ...878...55B
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SPT-SZ Cluster Cosmology with Weak-Lensing Mass Calibration 7

within the Poisson uncertainty of our sample. At higher
redshifts, it has been previously measured that the ra-
dio fraction in optically selected clusters somewhat de-
creases at z > 0.65 (Gralla et al. 2011). This result is
consistent with simulations of the microwave sky from
Sehgal et al. (2010), which predicted that the amount
of radio contamination in SZ surveys was either flat or
falling at z > 0.8. Using tests against mocks, we find
for example that, to cause a shift in w by more than
�(w) = �0.3, the level of SZ contamination would have
to be strong enough to remove more than ⇠ 30% of
all cluster detections at redshifts z & 1, which by far
exceeds the measurement by Gupta et al. (2017b). In
conclusion, none of the discussed sources of potential
SZ cluster contamination have an impact that is strong
enough to introduce large biases in our cosmological con-
straints.
Another approach to testing the robustness of the SZ

observable–mass relation is to compare it with other
cluster mass proxies, and to try and find deviations
from the simple scaling relation model. Note that, if
such a deviation was found, it would be hard to discern
which observable is behaving in an unexpected way, but
importantly, one would learn that the multi-observable
model needs an extension. At low and intermediate red-
shifts z . 0.8, comparisons with cluster samples selected
through optical and X-ray methods have shown that
the cluster populations can be described by power-law
observable–mass scaling relations with lognormal intrin-
sic scatter (Vikhlinin et al. 2009a; Mantz et al. 2010a;
Saro et al. 2015; Mantz et al. 2016; Saro et al. 2017).
At higher redshifts, the subset of the SPT selected sam-
ple with available X-ray observations from Chandra and
XMM-Newton exhibit scaling relations in X-ray TX, YX,
Mgas, and LX as well as in stellar mass galaxies, that are
consistent with power-law relations in mass and redshift
with lognormal intrinsic scatter (Chiu et al. 2016; Hen-
nig et al. 2017; Chiu et al. 2018; Bulbul et al. 2018).
When a redshift dependent mass slope parameter has
been included in the analyses of these datasets, the
parameter constraints have been statistically consistent
with 0 in all cases (see Table 4 in Bulbul et al. 2018).
In conclusion, our description of the ⇠–mass relation

has been confirmed by various independent techniques,
especially for redshifts z . 1. Note that these tests
are harder to perform at higher redshifts where non-SZ
selected samples are small and more challenging to char-
acterize. Our expectation is that as the cluster sample
grows larger and the mass calibration information im-
proves that we will be able to characterize the currently
negligible departures from our scaling relation model.
At that point, we will need to extend our observable–
mass relation to allow additional freedom.

3.1.2. The Weak-Lensing observable–mass Relation

Table 1. WL modeling parameters (D17; S18). The WL mass

bias and the local (lognormal) component of the intrinsic scat-

ter are calibrated against N -body simulations. Among other

e↵ects, they also account for the uncertainty and the scatter in

the c(M) relation. This is done separately for each cluster in

the HST sample leading to a range of values; here we report

the smallest and largest individual values. The mass modeling

uncertainty accounts for uncertainties in the calibration against

N -body simulations and in the centering distribution. The sys-

tematic measurement uncertainties account for a multiplicative

shear bias and the uncertainty in estimating the redshift dis-

tribution of source galaxies. Uncorrelated large-scale structure

along the line of sight leads to an additional, Gaussian scatter.

E↵ect Impact on Mass

Megacam HST

WL mass bias 0.938 0.81� 0.92

Intrinsic scatter 0.214 (0.26� 0.42)

�(intrinsic scatter) 0.04 0.021� 0.055

Uncorr. LSS scatter [M�] 9⇥ 1013 8⇥ 1013

�(Uncorr. LSS scatter) [M�] 1013 1013

Mass modeling uncertainty 4.4% 5.8� 6.1%

Systematic measurement uncert. 3.5% 7.2%

Total systematic uncertainty 5.6% 9.2� 9.4%

The WL modeling framework used in this work is in-
troduced in D17, and we refer the reader to their Sec-
tion 5.2 for details.
The WL observable is the reduced tangential shear

profile gt(✓), which can be analytically modeled from
the halo mass M200c, assuming an NFW halo profile
and using the redshift distribution of source galaxies
(Wright & Brainerd 2000). Miscentering, halo triaxi-
ality, large-scale structure along the line of sight, and
uncertainties in the concentration–mass relation, intro-
duce bias and/or scatter. As introduced in Eq. 3, we
assume a relation MWL = bWLMtrue, and use numeri-
cal simulations to calibrate the normalization bWL and
the scatter about the mean relation. Our WL dataset
consists of two subsamples (Megacam and HST) with
di↵erent measurement and analysis schemes. We expect
some systematics to be shared among the entire sample,
while others will a↵ect each subsample independently.
We model the WL bias as

bWL,i = bWL mass,i

+ �WL,bias �bmass model,i

+ �i �bMeasurement systematics,i,

i 2 {Megacam, HST},

(7)

where bWL mass is the mean bias due to WL mass mod-
eling, �bWL mass model is the uncertainty on bWL mass,

19 clusters   13 clusters

• WL is a biased mass estimator 
because we fit an NFW profile


• Simulation calibration:


• NFW profile mismatch


• Miscentering


• Correlated LSS


• Other systematics:


• Cluster member contamination


• Shear and photo-z bias


• We are currently limited by the 
number of WL clusters, but that 
will change!

https://www.kicc.cam.ac.uk/events/kicc-10th-anniversary-symposium-1
https://ui.adsabs.harvard.edu/#abs/2019ApJ...878...55B/abstract
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Multi-Observable—Mass Relation

!22

6 Bocquet et al.

In this section, we present the observable–mass rela-
tions, the likelihood function, and the priors adopted.
Fig. 3 shows a flowchart of the analysis pipeline. The
data and likelihood code will be made publicly available.

3.1. Observable–mass Relations

We consider three cluster mass proxies: the unbiased
SZ significance ⇣, the X-ray YX, and the WL mass MWL.
We parametrize the mean observable–mass relations as
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hlnMWLi = ln bWL + lnM500c. (3)

The ⇣–mass and YX–mass relations are equivalent to the
ones adopted in dH16, except for replacing h/0.72 by h70

in YX–mass.
The intrinsic scatter in ln ⇣, lnYX, and lnMWL at fixed

mass and redshift is described by normal distributions
with widths �ln ⇣ , �lnYX

, and �WL. These widths are
assumed to be independent of mass and redshift. Note
that the parameters �ln ⇣ and �lnYX

have been called
DSZ and DX in some previous SPT publications. We
allow for correlated scatter between the SZ, X-ray, and
WL mass proxies as described by the covariance matrix
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with correlation coe�cients ⇢SZ�X, ⇢SZ�WL, and
⇢WL�X. With this, the full description of the multi-
observable–mass relation is
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All parameters of the observable–mass relations are
listed in Table 2.
While our default X-ray observable is YX, we also con-

sider the X-ray gas mass Mgas. Note that both observ-
ables share the same Mgas data, and so we do not use
them simultaneously. We define a relation for the gas
mass fraction fgas ⌘ Mgas/M500c

hln fgasi = ln
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with which the Mgas–mass relation becomes
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3.1.1. The SZ ⇠–mass Relation

The observable we use to describe the cluster SZ signal
is ⇠, the detection signal-to-noise ratio (SNR) maximized
over all filter scales. To account for the impact of noise
bias, the unbiased SZ significance ⇣ is introduced, which
is the SNR at the true, underlying cluster position and
filter scale (Vanderlinde et al. 2010). Following previous
SPT work, ⇠ across many noise realizations is related to
⇣ as

P (⇠|⇣) = N (
p
⇣2 + 3, 1) (8)

In practice, we only map objects with ⇣ > 2 to ⇠ using
this relation, but the exact location of this cut has no
impact on our results (see also dH16). The validity of
this approach and of Eq. 8 has been extensively tested
and confirmed by analyzing simulated SPT observations
of mock SZ maps (Vanderlinde et al. 2010).
The SPT-SZ survey consists of 19 fields that were

observed to di↵erent depths. The varying noise levels
only a↵ect the normalization of the ⇣–mass relation, and
leave BSZ, CSZ, and �ln ⇣ e↵ectively unchanged (dH16).
In the analysis presented here, ASZ is rescaled by a cor-
rection factor for each of the 19 fields, which then allows
us to work with a single SZ observable–mass relation,
given by Eq. 1. The scaling factors �field can be found
in Table 1 in dH16.
In a departure from previous SPT analyses, we do not

apply informative (Gaussian) priors on the SZ scaling re-
lation parameters. The self-calibration through fitting
the cluster sample against the halo mass function, (see,
e.g., Majumdar &Mohr 2004), the constraint on the nor-
malization of the observable–mass relations through our
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In this section, we present the observable–mass rela-
tions, the likelihood function, and the priors adopted.
Fig. 3 shows a flowchart of the analysis pipeline. The
data and likelihood code will be made publicly available.
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listed in Table 2.
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3.1.1. The SZ ⇠–mass Relation

The observable we use to describe the cluster SZ signal
is ⇠, the detection signal-to-noise ratio (SNR) maximized
over all filter scales. To account for the impact of noise
bias, the unbiased SZ significance ⇣ is introduced, which
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In this section, we present the observable–mass rela-
tions, the likelihood function, and the priors adopted.
Fig. 3 shows a flowchart of the analysis pipeline. The
data and likelihood code will be made publicly available.
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ones adopted in dH16, except for replacing h/0.72 by h70

in YX–mass.
The intrinsic scatter in ln ⇣, lnYX, and lnMWL at fixed

mass and redshift is described by normal distributions
with widths �ln ⇣ , �lnYX

, and �WL. These widths are
assumed to be independent of mass and redshift. Note
that the parameters �ln ⇣ and �lnYX

have been called
DSZ and DX in some previous SPT publications. We
allow for correlated scatter between the SZ, X-ray, and
WL mass proxies as described by the covariance matrix

⌃multi-obs =0

B@
�
2

ln ⇣ ⇢SZ�WL�ln ⇣�WL ⇢SZ�X�ln ⇣�lnYX

⇢SZ�WL�ln ⇣�WL �
2

WL
⇢WL�X�WL�lnYX

⇢SZ�X�ln ⇣�lnYX
⇢WL�X�WL�lnYX

�
2

lnYX

1

CA

(4)

with correlation coe�cients ⇢SZ�X, ⇢SZ�WL, and
⇢WL�X. With this, the full description of the multi-
observable–mass relation is

P

⇣
2

64
ln ⇣

lnMWL

lnYX

3

75 |M, z,p
⌘
=

N

⇣
2

64
hln ⇣i(M, z,p)

hlnMWLi(M, z,p)

hlnYXi(M, z,p)

3

75 ,⌃multi-obs

⌘
.

(5)

All parameters of the observable–mass relations are
listed in Table 2.
While our default X-ray observable is YX, we also con-

sider the X-ray gas mass Mgas. Note that both observ-
ables share the same Mgas data, and so we do not use
them simultaneously. We define a relation for the gas
mass fraction fgas ⌘ Mgas/M500c

hln fgasi = ln

 
AMg

h
3/2
70

!
+ (BMg

� 1) ln

✓
M500c h70

5⇥ 1014M�

◆

+ CMg
ln

✓
E(z)

E(0.6)

◆

(6)

with which the Mgas–mass relation becomes

hln

✓
Mgas

5⇥ 1014M�

◆
i = ln

 
AMg

h
5/2
70

!
+BMg

ln

✓
M500c h70

5⇥ 1014M�

◆

+ CMg
ln

✓
E(z)

E(0.6)

◆
.

(7)

3.1.1. The SZ ⇠–mass Relation

The observable we use to describe the cluster SZ signal
is ⇠, the detection signal-to-noise ratio (SNR) maximized
over all filter scales. To account for the impact of noise
bias, the unbiased SZ significance ⇣ is introduced, which
is the SNR at the true, underlying cluster position and
filter scale (Vanderlinde et al. 2010). Following previous
SPT work, ⇠ across many noise realizations is related to
⇣ as

P (⇠|⇣) = N (
p
⇣2 + 3, 1) (8)

In practice, we only map objects with ⇣ > 2 to ⇠ using
this relation, but the exact location of this cut has no
impact on our results (see also dH16). The validity of
this approach and of Eq. 8 has been extensively tested
and confirmed by analyzing simulated SPT observations
of mock SZ maps (Vanderlinde et al. 2010).
The SPT-SZ survey consists of 19 fields that were

observed to di↵erent depths. The varying noise levels
only a↵ect the normalization of the ⇣–mass relation, and
leave BSZ, CSZ, and �ln ⇣ e↵ectively unchanged (dH16).
In the analysis presented here, ASZ is rescaled by a cor-
rection factor for each of the 19 fields, which then allows
us to work with a single SZ observable–mass relation,
given by Eq. 1. The scaling factors �field can be found
in Table 1 in dH16.
In a departure from previous SPT analyses, we do not

apply informative (Gaussian) priors on the SZ scaling re-
lation parameters. The self-calibration through fitting
the cluster sample against the halo mass function, (see,
e.g., Majumdar &Mohr 2004), the constraint on the nor-
malization of the observable–mass relations through our

Mean relations
Covariance matrix

Multi-obs relation

3 + 3 + 1 parameters for mean relations 
3 + 3 parameters for covariance matrix (correlated intrinsic scatter)

SZ

X-ray

WL
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Likelihood Function in Observable Space
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Poisson likelihood for cluster abundance Selection 
xi >5, z>0.25

Mass calibration

8 Sebastian & Friends

Note that the total expected number of false detectionsR
d⇠

dNfalse(⇠)
d⇠ is independent of p and is therefore ne-

glected in Eq. 11.
The mass calibration term in Eq. 11 is computed as

P (Y obs

X
,g

obs

t
|⇠, z,p) =

ZZZZ
dM d⇣ dYX dMWL [

P (Y obs

X
|YX)P (gobs

t
|MWL)P (⇠|⇣)

P (⇣, YX,MWL|M, z,p)P (M |z,p) ]

(14)

with the HMF P (M |z,p) and the multi-observable scal-
ing relation P (⇣, YX,MWL|M, z,p) that includes the
e↵ects of correlated scatter. Computing this multi-
dimensional integral in the (⇣, YX,MWL) space is expen-
sive. We minimize the computational cost of this step
by i) only considering parts of the (⇣, YX,MWL) space
that have non-negligible probability densities; we esti-
mate this sub-space from the measurements and p, ii)
using Fast Fourier Transform convolutions, and iii) only
performing this computation for clusters that actually
have both follow-up measurements YX and MWL; other-
wise, we restrict the computation to the much cheaper
two-dimensional (YX, ⇣) or (MWL, ⇣) spaces. The mass
calibration term does not need to be computed at all for
clusters that have no X-ray or WL follow-up data.

3.3. The Halo Mass Function

We assume the HMF fit by Tinker et al. (2008). This
approach assumes universality of the HMF across the
cosmological parameter space considered in this work,
and uses a fitting function that was calibrated against
N -body simulations. Universality is expected to be valid
at the 10% level and thus remains a valid assumption for
this work (Warren et al. 2006; Bhattacharya et al. 2011).
Then, in principle, the HMF is a↵ected by baryonic ef-
fects. However, hydrodynamic simulations suggest that
these have negligible impact for clusters with masses as
high as those considered here (Velliscig et al. 2014); this
was explicitly tested for a simulated and idealized SPT-
SZ cluster survey (Bocquet et al. 2016). Finally, note
that the Tinker et al. (2008) fit applies to mean spherical
overdensities in the range 200  �mean  3200, and we
thus convert to �500crit using �mean(z) = 500/⌦m(z).
As the HMF fit is only calibrated up to �mean = 3200,
we require ⌦m(z) � 500/3200 = 0.15625 for all redshifts
z � 0.25 relevant for our cluster sample.

3.4. Pipeline Validation on Mock Data

We have run extensive tests to ensure that our anal-
ysis pipeline is unbiased at a level that is sub-dominant
compared to our total error budget. The primary tool is
testing against mock catalogs. Of course such tests are
only useful if producing mocks is easier and more reli-
able than the actual analysis. In our case, the analysis is
challenging mainly because of the computation of multi-
dimensional integrals. To create one of our mocks on the

other hand, one has to compute the halo mass function,
apply the mass-observable relations, draw random devi-
ates, and compute WL shear profiles. Using the same
code to compute the HMF for the mocks and the anal-
ysis would undercut the usefulness of the testing, and
so we also created mocks using HMFs computed with
independent code (from co-authors TdH and CR). The
mock shear profiles were created by co-author JD using
independent code. We typically create mock catalogs
that contain an order of magnitude more clusters and
calibration data than our real sample. We created and
analyzed sets of mocks using di↵erent random seeds and
di↵erent sets of input parameters (notably, some with
w 6= �1). No test indicated any biases in our analysis
pipeline at the level relevant for our data set.

3.5. Quantifying Posterior Distribution
(Dis-)Agreement

We characterize the agreement between constraints
obtained from pairs of probes by quantifying whether
the di↵erence between both posterior distributions is
consistent with zero di↵erence. We draw representa-
tive samples [x1] and [x2] from the posteriors of the
two probes P1(x) and P2(x), compute the di↵erence be-
tween all pairs of points � ⌘ x1�x2 and then construct
the probability distribution D from the ensemble [�].
The probability value (or p-value) that both distribu-
tions agree then is

p =

Z

D<D(0)

dyD(y) (15)

where D(0) is the probability of zero di↵erence. The
p-value can be converted into a significance assuming
Gaussian statistics. The code is publicly available.4

4. RESULTS

Our fiducial cluster results are obtained from the SPT-
selected clusters with detection significances and red-
shifts, together with the WL and X-ray follow-up data
where available. We refer to this dataset as SPTcl (SPT-
SZ+WL+YX).
We assume spatial flatness and allow the sum of neu-

trino masses to vary. The comparison of our results
with constraints from primary CMB anisotropies is of
prime interest– notably, the comparison of constraints
on �8. For primary CMB anisotropies, �8 is strongly
degenerate with

P
m⌫ and so the latter should be a free

parameter of the model to avoid artificially tight con-
straints. We refer to the flat ⇤CDM model with varying
summed neutrino masses as ⌫⇤CDM, and to its exten-
sion with a free dark energy equation of state parameter
as ⌫wCDM.

4
https://github.com/SebastianBocquet/PosteriorAgreement
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cluster sample 
(ξ, Δξ), (z, Δz)

WL tangential shear profiles 
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radial X-ray profiles 
YX(θ), ΔYX(θ)

model HMF dN/dM/dz 
SZ ξ-M relation 
intrinsic scatter 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model abundance 
dN/dξ/dz

cluster abundance 
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selection effects

joint PDF 
P(MWL, YX | ξ, z, p)

modelYX profile
model shear 
profile using 

NFW, c(M,z), Nsource(z)

P(gt(θ) | p) P(YX(θ) | p)
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• miscentering 
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• c(M,z) relation 
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Figure 3. Analysis flowchart showing how the cluster data (blue boxes) are used to obtain cosmological constraints (orange

box). White boxes show model predictions, ellipses show functions that use or create those models. The lower left side represents

the cluster number count (abundance) part of the analysis; the lower right side shows the mass calibration using followup data.

The number count analysis is performed using the full SPT-SZ catalog, while the mass calibration is performed using the subset

of clusters for which follow-up data is available.

3.2.1. Implementation of the Likelihood Function

We compute the individual terms in Eq. 11 as follows.

dN(⇠, z|p)

d⇠dz
=

ZZ
dM d⇣ [ P (⇠|⇣)P (⇣|M, z,p)

dN(M, z|p)

dMdz
⌦(z,p) ]

(12)

where ⌦(z,p) is the survey volume and dN(M, z|p)/dMdz

is the HMF. We evaluate Eq. 12 in the space (⇠, z)
by convolving the HMF with the intrinsic scatter
in P (⇣|M, z,p) and the measurement uncertainty in
P (⇠|⇣).
The first term in Eq. 11 is then evaluated by inter-

polating Eq. 12 to each cluster’s measured (⇠i, zi). The
second term is a simple two-dimensional integral over
Eq. 12.

Our cluster sample contains 21 SZ detections for which
no optical counterparts were found; these were assigned
lower redshift limits in Bleem et al. (2015). Then,
simulations were used to determine the expected false-
detection rate dNfalse(⇠)/d⇠ given survey specifics (see
Section 2.2 and Table 1 in dH16). We remind the reader
that the expected number of false detections in the SPT-
SZ survey is 18 ± 4, which is consistent with our 21
unconfirmed candidates (dH16). For these unconfirmed
cluster candidates, we evaluate a modified version of the
first term in Eq. 11

dNunconf. cand.(⇠, z|p)

d⇠dz
=
dNcluster(⇠, z|p)

d⇠dz

+
dNfalse(⇠)

d⇠
.

(13)

Total predicted number 
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Analysis workflow  
Bocquet+ (arXiv: 1812.01679)
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Pipeline Validation, Parameters, and Priors  
Bocquet et al. 2019ApJ...878...55B

• Pipeline validation against mocks:


• Draw halos from HMF


• Assign multivariate observable 
distribution


• Mock creation is easier than actual 
analysis (otherwise, this test is 
pointless!)


• Any remaining bias in analysis pipeline 
is small compared to uncertainty from 
real data


• Validate zero point (HMF) against 
independent implementations

!25
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Table 2. Summary of cosmological and astrophysical

parameters used in our fiducial analysis. The Gaussian

prior on �ln ⇣ is only applied when no X-ray data is

included in the fit. The parameter ranges for ⌦bh
2 and

ns are chosen to roughly match the 5� interval of the

Planck ⇤CDM results. w is fixed to �1 for ⇤CDM,

and is allowed to vary for wCDM. The optical depth

to reionization ⌧ is only relevant when Planck data is

included in the analysis.

Parameter Prior

Cosmological

⌦m U(0.05, 0.6), ⌦m(z > 0.25) > 0.156

⌦bh
2 U(0.020, 0.024)

⌦⌫h
2 U(0, 0.01)

⌦k fixed (0)

As U(10�10, 10�8)

h U(0.55, 0.9)
ns U(0.94, 1.00)
w fixed (�1) or U(�2.5,�0.33)

Optical depth to reionization

⌧ fixed or U(0.02, 0.14)
SZ scaling relation

ASZ U(1, 10)
BSZ U(1, 2.5)
CSZ U(�1, 2.5)

�ln ⇣ U(0.01, 0.5) (⇥N (0.13, 0.132))

X-ray YX scaling relation

AYX
U(3, 10)

BYX
U(0.3, 0.9)

CYX
U(�1, 0.5)

�lnYX
U(0.01, 0.5)

d lnMg/d ln r U(0.4, 1.8)⇥N (1.12, 0.232)

WL modeling

�WL,bias U(�3, 3)⇥N (0, 1)

�Megacam U(�3, 3)⇥N (0, 1)

�HST U(�3, 3)⇥N (0, 1)

�WL,scatter U(�3, 3)⇥N (0, 1)

�WL,LSSMegacam
U(�3, 3)⇥N (0, 1)

�WL,LSSHST
U(�3, 3)⇥N (0, 1)

Correlated scatter

⇢SZ�WL U(0, 1)
⇢SZ�X U(0, 1)
⇢X�WL U(0, 1)

det(⌃) > 0

In the ⌫⇤CDM cosmology, we vary the cosmological
parameters ⌦m, ⌦⌫h

2, ⌦bh
2, As, h, ns; �8 is a deduced

parameter. Our cluster data primarily constrain ⌦m and
�8, and we marginalize over flat priors on the other pa-
rameters. The parameter ranges for ⌦bh

2 and ns are
chosen to roughly match the 5� credibility interval of
the Planck constraints; h is allowed to vary in the range
0.55 . . . 0.9. We assume two massless and one massive
neutrino and allow ⌦⌫h

2 to vary in the range 0 . . . 0.01.
In a departure from previous SPT analyses, we do not
apply BBN or H0 priors. We remind the reader that the
implementation of the theory HMF leads to an e↵ective,
hard prior ⌦m(z) & 0.16 for all redshifts z > 0.25 rele-
vant to our survey (see Section 3.3); however, this prior
does not a↵ect our results. All parameters and their pri-
ors are summarized in Table 2. Constraints on cosmo-
logical and scaling relation parameters are summarized
in Table 3. We also provide constraints on the param-
eter combination �8(⌦m/0.3)0.2 and �8(⌦m/0.3)0.5; the
exponent ↵ = 0.2 is chosen as it minimizes the fractional
uncertainty on �8(⌦m/0.3)↵, and ↵ = 0.5 is common in
other low-redshift cosmological probes.
The likelihood sampling is done within CosmoSIS

using the Metropolis (Metropolis et al. 1953) and
MultiNest (Feroz et al. 2009) samplers. We checked
that using a di↵erent sampling algorithm (emcee,
Foreman-Mackey et al. 2013) produces consistent re-
sults, although with lower e�ciency.

4.1. ⌫⇤CDM Cosmology

From the cluster abundance measurement of our
SPTcl(SPT-SZ +WL+YX) dataset we obtain our base-
line results

⌦m = 0.276± 0.047 (16)

�8 = 0.781± 0.037 (17)

�8(⌦m/0.3)
0.2 = 0.766± 0.025 (18)

The remaining cosmological parameters are not or only
weakly constrained by the cluster data. Constraints on
scaling relation parameters can be found in Table 3. We
note that applying BBN+H0 priors on ⌦bh

2 and H0

and/or fixing the sum of neutrino masses does not a↵ect
our constraints on ⌦m and �8 in any significant way (see
Fig. 14 in the Appendix for the impact of fixing the sum
of the neutrino masses).

4.2. Goodness of Fit

In Fig. 4, we compare the measured distribution of
clusters as a function of their redshift and SPT detection
significance with the model prediction evaluated for the
recovered parameter constraints. This figure does not
suggest any problematic feature in the data.
For a more quantitative discussion, we bin our con-

firmed clusters into a rather sparse grid of 30 ⇥ 30 in
redshift and detection significance, and confront this

https://www.kicc.cam.ac.uk/events/kicc-10th-anniversary-symposium-1
https://ui.adsabs.harvard.edu/#abs/2019ApJ...878...55B/abstract


Sebastian Bocquet - LMU Munich KICC 10th Anniversary Symposium

Goodness of Fit Test: Passed 
Bocquet et al. 2019ApJ...878...55B

• Number counts test statistic (Kaastra 17)


• C(model) = 439.8 +/- 26.8


• C(data) = 449.3
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X-ray Scaling Relation 
Bocquet et al. 2019ApJ...878...55B

• Constraints on X-ray scaling relations as a 
“byproduct”


• Self-similar model prediction if non-thermal pressure 
support is negligible


• Redshift evolution is self-similar


• Mass evolution is steeper than self-similar


• Low-redshift half (0.25 < z < 0.6) in < 1 σ 
agreement with the standard self-similar evolution


• High-redshift half (z > 0.6) shows signs of 
departure at ~3 σ level


• Very similar story when using Mgas instead of YX


• Also consistent with XMM results for SPT clusters 
(Bulbul et al. 2018)
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Neutrino Masses 
Bocquet et al. 2019ApJ...878...55B

• Combination with Planck primary CMB 
measurements yields 2 σ preference for non-zero sum 
of neutrino masses


• Again, limited by mass calibration uncertainties


• Using τ prior from Planck 2018 gives 1.7 σ preference


• Using only the z < 0.6 cluster sample gives no 
preference for non-zero sum of neutrino masses

 28
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wCDM 
Bocquet et al. 2019ApJ...878...55B

 29

Dark energy equation of 
state parameter 
from SPTcl: 
w = -1.55 +/- 0.41
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wCDM 
Bocquet et al. 2019ApJ...878...55B

 30

In combination with Planck 
(TT+lowTEB), SPTcl is not as 
efficient in breaking 
degeneracies as BAO or SNIa.

Joint constraint:

w = -1.03 +/- 0.04
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