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Figure 5. The Lyα trough (black) towards ULAS J0148+0600 overlaid with the Lyβ forest (blue) at the same redshifts. Lyγ absorption also occurs in the
Lyβ forest at z ≤ 5.63.

Figure 6. Lyα τ eff measurements. Black circles and arrows (lower limits)
are from Fan et al. (2006). Blue squares, error bars, and arrows are from this
work. The points at z ≃ 5.63 and 5.80 with τ eff ! 7 are from the line of
sight towards ULAS J0148+0600.

zfg measured by Becker et al. (2013). For each trial, we then scaled
the Lyβ optical depths such that the combined opacity matched our
measured value in the Lyβ forest, and then calculated the corre-
sponding Lyα opacity at z = ztrough. In principle this procedure can
be used to set both lower and upper bounds of τ eff for Lyα; however,
we find that the conversion from τ

β
eff to τα

eff is not converged for our
simulations (see Appendix A5), in the sense that τα

eff is probably too
high for a given τ

β
eff for even our highest resolution simulation. A

lower limit on τα
eff in the trough set by this procedure would there-

fore not be reliable, although an upper limit will be conservative.
For the ∼80 Mpc h−1 stretch containing only Lyβ and foreground
Lyα absorption, our measurement of τ tot

eff implies a 95 per cent up-
per limit of τα

eff ≤ 12.3. Here we have interpolated the results from
adopting ztrough = 5.620 and 5.831 for our simulations on to the
mean redshift of the Lyβ trough (z ≃ 5.75).

The combined Lyα τ eff data are shown in Fig. 6. As pointed out
by Fan et al. (2006), τ eff exhibits both a strong overall increase
with redshift and an enhanced scatter at z > 5. Our new mea-
surements support this trend, with the ULAS J0148+0600 trough
providing the starkest demonstration that lines of sight with very
strong absorption exist at the same redshift as lines of sight where
the absorption is far more modest. The primary goal of this paper
is to determine whether these sightline-to-sightline variations are

predicted by simple models of the UVB, or whether more compli-
cated effects – potentially relating to hydrogen reionization – are
needed. We now turn to interpreting the τ eff measurements within
the context of simple models for the evolution of the ionizing UVB.
These models jointly consider the large-scale radiation and density
fields using the numerical simulations described below.

3 H Y D RO DY NA M I C A L S I M U L AT I O N S

The large-scale distribution of gas in the IGM at z > 4 is modelled
in this work using a set of 11 cosmological hydrodynamical sim-
ulations. These simulations are summarized in Table 4, and were
performed using the smoothed particle hydrodynamics (SPH) code
GADGET-3, which is an updated version of the publicly available code
GADGET-2 last described by Springel (2005).

The fiducial cosmological parameters adopted in the simulations
are (%m, %&, %b h2, h, σ 8, ns) = (0.26, 0.74, 0.023, 0.72, 0.80,
0.96). These calculations were all started at redshift z = 99, with
initial conditions generated using the Eisenstein & Hu (1999) trans-
fer function. The gravitational softening length was set to 1/25th the

Table 4. Hydrodynamical simulations used in this work.
The columns list the model name, the box size in comov-
ing h−1 Mpc, the number of gas and dark matter particles, and
the gas particle mass for each simulation. The fiducial cosmo-
logical parameters adopted in the simulations are (%m, %&,
%b h2, h, σ 8, ns) = (0.26, 0.74, 0.023, 0.72, 0.80, 0.96), and
the fiducial UVB is from Haardt & Madau (2001). The two ex-
ceptions are the Planck model, which adopts an alternative set
of cosmological parameters, and the Dz12_g1.0 model, which
assumes an alternative thermal history (see text for further
details).

Model L (Mpc h−1) Particles Mgas (M⊙ h−1)

100–1024 100 2 × 10243 1.15 × 107

100–512 100 2 × 5123 9.18 × 107

100–256 100 2 × 2563 7.34 × 108

50–1024 50 2 × 10243 1.43 × 106

50–512 50 2 × 5123 1.15 × 107

50–256 50 2 × 2563 9.18 × 107

25–1024 25 2 × 10243 1.79 × 105

25–512 25 2 × 5123 1.43 × 106

25–256 25 2 × 2563 1.15 × 107

Planck 100 2 × 10243 1.25 × 107

Dz12_g1.0 100 2 × 10243 1.15 × 107

MNRAS 447, 3402–3419 (2015)
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Figure 8. New results, plotting the most optimistic and most pessimistic contours based on the intrinsic values values of non-detections.
The leftmost contour corresponds to non-detections have intrinsic values of twice the average error (as in Fig 7) while the rightmost
contour assumes non-detections are maximally opaque (see text). The thin dashed line displays the most likely lognormal distribution
computed in a maximum likelihood scheme (see Section 6).

results, plotted to show the ‘pessimistic’ and ‘optimistic’
bounds described earlier. The results over 4.9 < z < 5.7 are
completely consistent with previous studies. We find a clear,
well-defined tail of high-opacity (⌧e↵ > 3) lines of sight at
redshift z ⇠ 5.2. This trend was already visible in the CDF
reported in Becker et al. (2015b). Roughly ⇠ 20% of lines
of sight at z = 5.2 have opacities ⌧ > 2.5, which might pose
problems for IGM models that assume a spatially uniform
UV background and temperature-density relation.

At z ⇠ 5.6, we find a small but significant tail of trans-
parent lines of sight, with roughly ⇠ 20% of measurements
showing ⌧ < 2.5. This tail was not visible in the Becker
et al. (2015b) sample as most of the relevant objects were
not included. The two samples are consistent according to
a KS test (p > 0.10, Kolmogorov 1933). At z ⇠ 5.8, we find
that opacities are slightly smaller than the ones previously
reported. Again, the two samples are consistent according
to a KS test (p > 0.10). Our sample for z ⇠ 5.8 is of compa-
rable size to Becker et al. (2015b)’s samples at z ⇠ 5.2 and
z ⇠ 5.4, so that small di↵erences are expected between our
measurement and a ‘true’ representation of cosmic variance
in the same way as seen at lower redshifts.

At z ⇠ 6.0, our sample is smaller than all the ones used
in Becker et al. (2015b) at lower redshift and the results
should be interpreted with caution. Seven out of eleven 50
cMpc regions included in our SILVER sample display resid-
ual peaks of transmission, while the remaining four pose
tight constraint on transmission. We find a very high aver-
age opacity of ⌧ ⇠ 4.5. Such opacities are only accessible
to current spectrographs with large time investments. This
is readily visible in the large panel of Figure 11, where the
‘transparent’ lines of sight in the BRONZE sample are up-
per limits originating from spectrographs which struggle to

distinguish opacities beyond ⌧ ⇠ 3. It is worthy to note that
two lines of sight with SNR< 5 do display residual transmis-
sion at the level of ⌧ ⇠ 2.5. The z = 6.34 quasar J1148+0702
displays a transmission peak within 6Å of the formal end of
the proximity zone, while the z = 6.23 quasar J2325 dis-
plays such a peak outside of its proximity zone but has a
SNR of 1.8, making it impossible to definitely rule of reduc-
tion issues. Further scrutiny of these objects is required in
order to determine whether these peaks may be related to
particularly long and sporadic proximity zones.

In Figure 9 we plot the distribution function of Lyman-
↵ opacity across redshift. We distinguish between detections
and lower limits using separate histogram colours. The dis-
tributions are clearly non-gaussian, with peak values increas-
ing linearly with redshift. The tail of opaque lines of sight
at z ⇠ 5.2 is clearly visible and appears smooth and well
sampled.

The e↵ect of varying the size of the integration win-
dow is shown in Figure 10. Although the e↵ect is subtle,
decreasing the window size tends to broaden the distribu-
tion, as expected. This is a natural consequence of cosmic
variance. The broadening is particularly pronounced when
the window size is decreased below 30 cMpc h�1. The red-
shift range 5.1 < z < 5.7 is more clearly a↵ected, possibly
because these redshifts are better sampled. We find no sta-
tistically significant di↵erence between bins of 50 and 70
cMpc h�1 at any redshift.

4.3 Comparison to previous studies

As a first test of our procedure, we reproduce the CDF pre-
sented in Becker et al. (2015b) using the spectra of 24 out
of 27 z > 5.7 quasars used in that work, which are a subset

c� 0000 RAS, MNRAS 000, 000–000
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The scatter among sightlines is larger than expected for fluctuations in density

Bosman+18

hF i = exp(�⌧e↵)

nHI /
↵(T )nenHII

�HI

/ T�0.7�2

�HI

(1)

⌧ / nHI

measured in 50 
Mpc/h segments

see also Fan+06, Becker+15, Eilers+18



hF i = exp(�⌧e↵)

nHI /
↵(T )nenHII

�HI

/ T�0.7�2

�HI

(1)

⌧ / nHI

Can we learn something about reionization from this data?

from photoionization equilbrium:



Fluctuations in the UVB 
amplitude

Fluctuations in 
temperature

Fluctuations in the mean 
free path?

1334 F. B. Davies and S. R. Furlanetto

Figure 5. Mean free path of hydrogen-ionizing photons in the ionizing
background model slice shown in the bottom-right panel of Fig. 4, where λ ∝
"

2/3
H I

#−1 and λ(⟨"H I⟩) = 15 Mpc. The strong fluctuations in "H I dominate
the large-scale features, while small-scale ‘noise’ is due to the relatively
small variations in #.

simulation and note that we cannot place any constraints on the true
mean value of "H I.

In Fig. 6, we show ‘maps’ of Lyα forest opacity along
50 Mpc h−1 sightlines perpendicular to the page, centred on the
same slice shown in Fig. 4, for three different models: uniform ",
uniform-λ = 15 Mpc, and fluctuating-λ = 15 Mpc from left to right.
It is clear that coherent large-scale structure in the radiation field
at this redshift plays an important role in the large-scale opacity of
the Lyα forest, and that the addition of mean free path fluctuations
greatly enhances this effect – especially on scales larger than the
average mean free path itself.

The uniform "H I slice in the left-hand panel of Fig. 6 is simply a
reflection of the projected density field – regions with higher density
show less transmission, and vice versa. This is the standard picture
of the Lyα forest at lower redshifts when the ionizing background is
largely uniform. High-density regions only make up a small portion
of the volume in the standard cosmological model, so opaque sight-
lines are rare. Once the correlation between the density field and

Figure 7. Top: cumulative optical depth distribution P(< τ eff) computed
for the uniform background (blue curve) and λ = 15 Mpc fluctuating back-
ground models with uniform-λ (dashed red) and fluctuating-λ (solid red)
using κ values (equation 7) of 0.135, 0.135, and 0.13, respectively. The ob-
served distribution from B15, including lower limits, is shown as the black
curve. Bottom: the same curves as the top panel but recast as P(> τ eff) =
1 − P(< τ eff) and shown on a logarithmic scale to emphasize the high-τ eff
behaviour.

the radiation field is strong enough, as in the fluctuating-λ model
in the right-hand panel of Fig. 6, this picture reverses: low-density
regions become opaque due to a dearth of ionizing photons, at least
on scales larger than the average mean free path.

To determine the statistical properties of large-scale features in
the Lyα forest throughout our simulation volume, we computed
the Lyα effective optical depth along 250 000 randomly positioned
and oriented 50 Mpc h−1 sightlines in our fiducial realization. In
Fig. 7, we compare the observations by B15 to our λ = 15 Mpc
models with and without mean free path fluctuations. The uniform
background and uniform-λ models are nearly identical, despite the

Figure 6. Maps of the 50 Mpc h−1-projected τ eff in the Lyα forest at z = 5.6 centred on the same slice of the density field shown in Fig. 4. The left-hand panel
shows the τ eff map for a uniform ionizing background, where the opacity is correlated with the density field (see the upper-left panel in Fig. 4). The middle
panel demonstrates the effect of including a fluctuating ionizing background with a uniform λ: the relationship between projected density and τ eff reverses on
large scales due to the correlation of the density field with the radiation field. The right-hand panel includes the full fluctuating-λ ionizing background model,
greatly increasing the correlation and leading to very high τ eff in the centre of large-scale voids.

MNRAS 460, 1328–1339 (2016)

Due to patchy hydrogen 
reionization

cooled mainly through adiabatic expansion and through inverse
Compton scattering with cosmic microwave background
(CMB) photons (Miralda-Escudé & Rees 1994; Hui &
Gnedin 1997; Hui & Haiman 2003; McQuinn & Upton
Sanderbeck 2015). Since different regions in the IGM were
reionized at different times, these heating and cooling processes
imprinted an inhomogeneous distribution of intergalactic
temperatures that persisted after reionization (Trac
et al. 2008; Cen et al. 2009; Furlanetto & Oh 2009; Lidz &
Malloy 2014). We will show that these residual temperature
variations likely account for much of the observed dispersion in
teff at 2z 5.5, and may even account for all of it—a scenario
that would yield new information on the timing, duration, and
patchiness of reionization.

The remainder of this Letter is organized as follows. In
Sections 2 and 3, we describe our simulations and methodol-
ogy. In Section 4, we present our main results. In Section 5, we
offer concluding remarks. We use comoving units for distances
and physical units for number densities.

2. NUMERICAL METHODS

To model the impact of relic temperature fluctuations from
reionization on the distribution of t ,eff we ran a suite of 20
cosmological hydrodynamics simulations using a modified
version of the code of Trac & Pen (2004). The simulations were
initialized at z=300 from a common cosmological initial
density field. We used a matter power spectrum generated
by CAMB (Lewis et al. 2000) assuming a flat ΛCDM model
with W = 0.3051,m = 0.04823,b =h 0.68, s = 0.8203,8

=n 0.9667,s and =Y 0.2453,He consistent with recent mea-
surements (Planck Collaboration et al. 2015). Our production
runs use a cubical box with side length = -L h12.5 Mpc,box

1

with =N 1024dm
3 dark matter particles and =N 1024gas

3 gas
cells.
In each simulation, reionization was modeled in a simplistic

manner by instantaneously ionizing and heating the gas to a
temperature Treion at a redshift of z .reion

inst Subsequently, ionization
was maintained with a homogeneous background with spectral
index a = 0.5, consistent with recent post-reionization back-
ground models (Haardt & Madau 2012). Utilizing the periodic
boundary conditions of our simulations, we trace skewers of
length = -L h50 Mpc1 (following the convention of the
B2015 teff measurements) at random angles through all of
the hydro simulation snapshots. Each skewer is divided into
Nx=4096 equally spaced velocity bins of size
D =v aL Nxskewer ˙ (where a is the cosmological scale factor),
and Lyα optical depths are computed using the method of
Theuns et al. (1998). Although reionization occurs instanta-
neously at zreion

inst within each simulation box, we piece together
skewer segments from simulations with different zreion

inst to model
the effect of an inhomogeneous reionization process, as we
describe further in the next section.
The post-reionization temperatures in the simulations are

relatively insensitive to the spectrum of the ionizing background,
but they are sensitive to the amount of heating that is assumed to
occur at the time a gas parcel is reionized. Previous calculations
(Miralda-Escudé &Rees 1994; Trac et al. 2008; McQuinn 2012)
have bracketed the range of possible reionization temperatures
to »Treion 20,000–30,000 K. (We note that previous large-
scale reionization simulations do not accurately capture T ,reion as
they do not resolve the ~0.3 physical kpc ionization fronts.)
Thus, we have run two sets of 10 simulations—one set
with Treion=20,000 K and the other with Treion=30,000 K—
where each set contains instantaneous reionization redshifts
of =z 6, 6.5, 7, 7.5, 8, 8.5, 9, 10, 11, 12 .reion

inst { } This redshift

Figure 1. Illustration of the thermal and hydrodynamic relaxation of intergalactic gas after reionization and of how this relaxation affects the Lyα forest opacity. Left
panels: evolution of the volume-weighted average gas temperature in our set of 10 hydrodynamical simulations in which reionization is instantaneous at z .reion

inst

Different curves correspond to different z .reion
inst In each simulation, the IGM is heated to a temperature of Treion = 30,000 K at redshift z .reion

inst Right panels: two example
-h10 Mpc1 skewer segments at z=5.8 from the simulations with =z 12reion

inst (blue/solid curve) and =z 6reion
inst (red/dashed). The two segments are drawn from the

same location in the simulation box so they have nearly identical underlying dark matter fields. The top panel shows the physical H I number density, while the bottom
panel shows the fraction of transmitted flux in the forest.
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Figure 2. Summary of recent !HI measurements obtained from the mean
Ly α forest transmission (Faucher-Gigu et al. 2008b; Wyithe & Bolton 2011;
Becker & Bolton 2013) and the proximity effect (Dall’Aglio, Wisotzki, &
Worseck 2008; Calverley et al. 2011). Note that some of the data points
have been offset by #z = 0.05 for clarity, and the Dall’Aglio et al. (2008)
data have been rebinned and converted from a specific intensity assuming
αbg = 1.5. These data are furthermore quoted directly from the literature.
However, caution must be exercised with any direct comparison here as
differing assumptions for systematic uncertainties in these studies such as
e.g. the IGM temperature, can increase the scatter in the measurements. For
further discussion of this point, see Becker & Bolton (2013). For comparison,
the dashed and dotted curves display the empirically calibrated UVB models
constructed by Haardt & Madau (2012) and Faucher-Gigu et al. (2009),
respectively. These are based on the expected contribution to the UVB from
star-forming galaxies and quasars, and an empirical model for the ionising
opacity of the IGM.

UVB ionisation rate. If the absolute magnitude, redshift and
spectral energy distribution of the quasar are known, !Q

HI(r)
may be computed with Equation (5). Estimates for τUVB+Q

α

and τUVB
α then lead to !UVB

HI .
The optical depth, however, is not a directly observable

quantity; early proximity effect analyses therefore focussed
on measuring the number density of Ly α absorption lines
blueward of a quasar’s Ly α emission line (e.g. Murdoch
et al. 1986; Bajtlik et al. 1988; Giallongo et al. 1996; Scott
et al. 2000). More recent approaches have instead analysed
the transmitted flux, F = e−τ

α , often combined with numer-
ical simulations of the IGM which model the density, tem-
perature, and velocity field around quasar host haloes in de-
tail (Faucher-Giguère et al. 2008a; Dall’Aglio et al. 2008;
Calverley et al. 2011). In addition to modelling the atypical
environment of quasars, care must be taken to avoid further
potential biases in the measurements arising from line-of-
sight variations in the IGM density distribution (e.g Loeb &
Eisenstein 1995; Rollinde et al. 2005; Guimarães et al. 2007;
Partl et al. 2011).

The typical values obtained using both these techniques are
!HI ∼ 10−12 s−1 at 2 ≤ z ≤ 4, declining by approximately a
factor of 2 and 4 approaching reionisation at z = 5 and z = 6,

respectively. Some recent measurements are summarised in
Figure 2. Inferences about the underlying ionising source
population can be made by comparing these measurements
to estimates of the emissivity from known ionising sources
at 2 < z < 6, obtained by integrating observed quasar and
Lyman break galaxy (LBG) luminosity functions. We discuss
this comparison in more detail in Section 2.6. However, this
first requires converting !HI into an emissivity, which itself
relies on estimates for the typical mean free path for ionising
photons and its evolution with redshift.

2.4 The mean free path at the Lyman limit

Consider the mean free path for ionising photons in an IGM
populated by Poisson distributed H Iabsorbers, with column
densities NHI described by the column density distribution
function (CDDF), f (NHI, z) = ∂2n/∂NHI∂z. The intervening
effective optical depth (see also Equation (4)) for photons
with frequency ν0 at redshift z0 that were emitted at redshift
z is then (Paresce, McKee, & Bowyer 1980)

τ̄ (ν0, z0, z) =
∫ z

z0

dz′
∫ ∞

0
dNHI f (NHI, z′)(1 − e−τ

ν ), (10)

where τν = σHI(ν)NHI. Parameterising the CDDF as
f (NHI, z) = N0N

−βN
HI (1 + z)βz and evaluating the integral

yields (e.g. Faucher-Gigu et al. 2008b)

τ̄ = N0
!(2−βN )(1+z0 )

3(βN−1)

(βN−1)(βz−3βN+4)

(
ν0
νLL

)−3(βN−1)

×σ
βN−1
LL

[
(1 + z)βz−3βN+4 − (1 + z0)

βz−3βN+4],

where ! is the Gamma function. The mean free path is then
the distance a photon can travel before encountering an opti-
cal depth of unity. Noting that dl/dτ̄ = (dl/dz)/(dτ̄/dz) ≃
λmfp when #τ̄ = 1 thus leads to

λmfp(ν) ≃ c(βN−1)

N0σ
βN−1
LL !(2−βN )

(
ν

νLL

)3(βN−1)

× 1
H0*1/2

m (1+z)βz+5/2 , (11)

which gives an analytical approximation for the mean free
path for ionising photons at z ! 2. This may be written more
compactly as λmfp = λLL(z)(ν/νLL)3(βN−1), where λLL(z) is
the mean free path at the Lyman limit. In general, therefore,
higher frequency photons have a larger mean free path and
λLL(z) decreases with increasing redshift, but the precise
normalisation, frequency, and redshift dependence of Equa-
tion (11) relies on an accurate observational determination
of the CDDF or a related quantity.

Many surveys have attempted to infer λLL(z) by mea-
suring f (NHI, z) and using Equation (11). Critically, how-
ever, the absorption systems which dominate the opac-
ity, the so-called LLSs (1017.2 cm−2 ≤ NHI ≤ 1019 cm−2)
and saturated Ly α forest absorbers (1014.5 cm−2 ≤ NHI ≤
1017.2 cm−2), are those for which NHI is most difficult to deter-
mine observationally. Extrapolations over this NHI range are

PASA, 32, e045 (2015)
doi:10.1017/pasa.2015.45

Becker+15
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In this late reionization model, we can now produce 
distributions of Lyα opacities as broad as observed
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Figure 5. The Lyα trough (black) towards ULAS J0148+0600 overlaid with the Lyβ forest (blue) at the same redshifts. Lyγ absorption also occurs in the
Lyβ forest at z ≤ 5.63.

Figure 6. Lyα τ eff measurements. Black circles and arrows (lower limits)
are from Fan et al. (2006). Blue squares, error bars, and arrows are from this
work. The points at z ≃ 5.63 and 5.80 with τ eff ! 7 are from the line of
sight towards ULAS J0148+0600.

zfg measured by Becker et al. (2013). For each trial, we then scaled
the Lyβ optical depths such that the combined opacity matched our
measured value in the Lyβ forest, and then calculated the corre-
sponding Lyα opacity at z = ztrough. In principle this procedure can
be used to set both lower and upper bounds of τ eff for Lyα; however,
we find that the conversion from τ

β
eff to τα

eff is not converged for our
simulations (see Appendix A5), in the sense that τα

eff is probably too
high for a given τ

β
eff for even our highest resolution simulation. A

lower limit on τα
eff in the trough set by this procedure would there-

fore not be reliable, although an upper limit will be conservative.
For the ∼80 Mpc h−1 stretch containing only Lyβ and foreground
Lyα absorption, our measurement of τ tot

eff implies a 95 per cent up-
per limit of τα

eff ≤ 12.3. Here we have interpolated the results from
adopting ztrough = 5.620 and 5.831 for our simulations on to the
mean redshift of the Lyβ trough (z ≃ 5.75).

The combined Lyα τ eff data are shown in Fig. 6. As pointed out
by Fan et al. (2006), τ eff exhibits both a strong overall increase
with redshift and an enhanced scatter at z > 5. Our new mea-
surements support this trend, with the ULAS J0148+0600 trough
providing the starkest demonstration that lines of sight with very
strong absorption exist at the same redshift as lines of sight where
the absorption is far more modest. The primary goal of this paper
is to determine whether these sightline-to-sightline variations are

predicted by simple models of the UVB, or whether more compli-
cated effects – potentially relating to hydrogen reionization – are
needed. We now turn to interpreting the τ eff measurements within
the context of simple models for the evolution of the ionizing UVB.
These models jointly consider the large-scale radiation and density
fields using the numerical simulations described below.

3 H Y D RO DY NA M I C A L S I M U L AT I O N S

The large-scale distribution of gas in the IGM at z > 4 is modelled
in this work using a set of 11 cosmological hydrodynamical sim-
ulations. These simulations are summarized in Table 4, and were
performed using the smoothed particle hydrodynamics (SPH) code
GADGET-3, which is an updated version of the publicly available code
GADGET-2 last described by Springel (2005).

The fiducial cosmological parameters adopted in the simulations
are (%m, %&, %b h2, h, σ 8, ns) = (0.26, 0.74, 0.023, 0.72, 0.80,
0.96). These calculations were all started at redshift z = 99, with
initial conditions generated using the Eisenstein & Hu (1999) trans-
fer function. The gravitational softening length was set to 1/25th the

Table 4. Hydrodynamical simulations used in this work.
The columns list the model name, the box size in comov-
ing h−1 Mpc, the number of gas and dark matter particles, and
the gas particle mass for each simulation. The fiducial cosmo-
logical parameters adopted in the simulations are (%m, %&,
%b h2, h, σ 8, ns) = (0.26, 0.74, 0.023, 0.72, 0.80, 0.96), and
the fiducial UVB is from Haardt & Madau (2001). The two ex-
ceptions are the Planck model, which adopts an alternative set
of cosmological parameters, and the Dz12_g1.0 model, which
assumes an alternative thermal history (see text for further
details).

Model L (Mpc h−1) Particles Mgas (M⊙ h−1)

100–1024 100 2 × 10243 1.15 × 107

100–512 100 2 × 5123 9.18 × 107

100–256 100 2 × 2563 7.34 × 108

50–1024 50 2 × 10243 1.43 × 106

50–512 50 2 × 5123 1.15 × 107

50–256 50 2 × 2563 9.18 × 107

25–1024 25 2 × 10243 1.79 × 105

25–512 25 2 × 5123 1.43 × 106

25–256 25 2 × 2563 1.15 × 107

Planck 100 2 × 10243 1.25 × 107

Dz12_g1.0 100 2 × 10243 1.15 × 107
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Figure 9. Comparison of the observed radial distribution of LAE candidates to model predictions. Surface densities are plotted

as a fraction of the mean. The model predictions are for fields surrounding lines of sight with ⌧e↵ > 7. Predictions for the

galaxy UVB (left) and temperature fluctuation (right) models are derived from Davies et al. (2017a). The QSO UVB model

(center), described herein, is based on the framework of Chardin et al. (2017). Thick lines show the mean model predictions,

with 68% and 95% ranges from random trials shown by the dark and light shaded regions, respectively. The data points are a

single realization of this measurement and are plotted without vertical error bars. Horizontal bars denote the radial coverage of

each bin, which is 10 h�1 Mpc for all except the outermost bin, where it is 4.5 h�1 Mpc. Model predictions are averaged over

10 h�1 Mpc bins everywhere.

spatial variations in an ionizing UV background domi-
nated by galaxies, then the J0148 trough should arise
in a low-density region (Davies & Furlanetto 2016). For
fluctuations in a QSO-dominated UVB (Chardin et al.
2017), high opacity regions can have a wide range of
densities provided the local UVB is low. If temperature
fluctuations are responsible, then such troughs should
trace high-density regions (D’Aloisio et al. 2015).

In 1.8 square degrees of Subaru Hyper Suprime-
Cam imaging we identify 806 LAE candidates down
to NB816 = 26.0 via their narrow-band excess. The
spatial distribution of these galaxies shows a clear deficit
within ⇠20 h�1 Mpc projected distance of the quasar
line of sight. This result comes from a self-consistent
comparison of the projected number density of galaxies
across the HSC field, and should be minimally sensi-
tive to completeness. Contamination of our sample by
lower-redshift and spurious sources is also unlikely to
create such a large absence at the center of the field. We
are therefore confident that there is a genuine scarcity
of LAEs near the quasar position.

The dearth of LAE candidates near the quasar line of
sight is consistent, at face value, with models wherein
the observed scatter in IGM Ly↵ opacity near z ⇠ 6
is driven by spatial fluctuations in the UVB, and dis-
favors a model based on temperature variations. The
radial distribution of LAEs follows the expected profile
for a galaxy-dominated UVB, although it is also within
the broad distribution of profiles expected for a QSO
UVB. LAE surveys in additional fields surrounding deep
troughs may help to determine whether a galaxy or QSO
UVB is preferred.

In the galaxy UVB model, the J0148 trough arises
from a void where the ionizing radiation field is sup-
pressed, increasing the hydrogen neutral fraction and
therefore the Ly↵ opacity. The association of a high-
opacity line of sight with a low-density region would
be the opposite of what is expected at lower redshifts,
where the hydrogen ionizing background is believed to
be roughly uniform on large scales. For example, regions
of exceptionally strong Ly↵ forest absorption at z ⇠ 2�3
have been associated with large-scale overdensities (e.g.,
Lee et al. 2016; Cai et al. 2016).

If UVB fluctuations are indeed present it could have
significant implications for reionization. As noted by
D’Aloisio et al. (2018), in order to explain the full dis-
tribution of IGM Ly↵ opacities within the fluctuating
UVB model, a short and spatially varying mean free
path must be coupled with a mean ionizing emissivity
that is a factor of ⇠2 higher than what has been previ-
ously inferred at these redshifts. It is unclear whether a
higher emissivity tempered by a shorter mean free path
would necessarily produce a more rapid reionization, but
these factors are clearly important for reionization mod-
els. More generally, any successful reionization model
would have to predict large-scale UVB fluctuations at
z . 6.

We have assumed that LAEs are reliable tracers of
the density field on large scales. It is important to con-
sider, however, whether galaxy Ly↵ emission could be
scattered in regions of extreme IGM Ly↵ opacity. A
survey in the same region for continuum-selected galax-
ies would help to determine whether there are relatively
few LAEs near the J0148 line of sight because this is
a genuinely low-density region or because galaxy Ly↵
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spatial variations in an ionizing UV background domi-
nated by galaxies, then the J0148 trough should arise
in a low-density region (Davies & Furlanetto 2016). For
fluctuations in a QSO-dominated UVB (Chardin et al.
2017), high opacity regions can have a wide range of
densities provided the local UVB is low. If temperature
fluctuations are responsible, then such troughs should
trace high-density regions (D’Aloisio et al. 2015).

In 1.8 square degrees of Subaru Hyper Suprime-
Cam imaging we identify 806 LAE candidates down
to NB816 = 26.0 via their narrow-band excess. The
spatial distribution of these galaxies shows a clear deficit
within ⇠20 h�1 Mpc projected distance of the quasar
line of sight. This result comes from a self-consistent
comparison of the projected number density of galaxies
across the HSC field, and should be minimally sensi-
tive to completeness. Contamination of our sample by
lower-redshift and spurious sources is also unlikely to
create such a large absence at the center of the field. We
are therefore confident that there is a genuine scarcity
of LAEs near the quasar position.

The dearth of LAE candidates near the quasar line of
sight is consistent, at face value, with models wherein
the observed scatter in IGM Ly↵ opacity near z ⇠ 6
is driven by spatial fluctuations in the UVB, and dis-
favors a model based on temperature variations. The
radial distribution of LAEs follows the expected profile
for a galaxy-dominated UVB, although it is also within
the broad distribution of profiles expected for a QSO
UVB. LAE surveys in additional fields surrounding deep
troughs may help to determine whether a galaxy or QSO
UVB is preferred.

In the galaxy UVB model, the J0148 trough arises
from a void where the ionizing radiation field is sup-
pressed, increasing the hydrogen neutral fraction and
therefore the Ly↵ opacity. The association of a high-
opacity line of sight with a low-density region would
be the opposite of what is expected at lower redshifts,
where the hydrogen ionizing background is believed to
be roughly uniform on large scales. For example, regions
of exceptionally strong Ly↵ forest absorption at z ⇠ 2�3
have been associated with large-scale overdensities (e.g.,
Lee et al. 2016; Cai et al. 2016).

If UVB fluctuations are indeed present it could have
significant implications for reionization. As noted by
D’Aloisio et al. (2018), in order to explain the full dis-
tribution of IGM Ly↵ opacities within the fluctuating
UVB model, a short and spatially varying mean free
path must be coupled with a mean ionizing emissivity
that is a factor of ⇠2 higher than what has been previ-
ously inferred at these redshifts. It is unclear whether a
higher emissivity tempered by a shorter mean free path
would necessarily produce a more rapid reionization, but
these factors are clearly important for reionization mod-
els. More generally, any successful reionization model
would have to predict large-scale UVB fluctuations at
z . 6.

We have assumed that LAEs are reliable tracers of
the density field on large scales. It is important to con-
sider, however, whether galaxy Ly↵ emission could be
scattered in regions of extreme IGM Ly↵ opacity. A
survey in the same region for continuum-selected galax-
ies would help to determine whether there are relatively
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Figure 1. X-Shooter spectrum of the z = 6.0 quasar ULAS J0148+0600, from Becker et al. (2015). The black line is centered

on the Ly↵ forest and includes the ⇠110 h�1 Mpc Ly↵ absorption trough spanning 7930 Å < � < 8360 Å. Corresponding

redshifts are shown along the top axis. The blue line, o↵set by 0.1 in normalized flux, is shifted in wavelength to show the Ly�

forest at the same redshifts. The red line shows the HSC NB816 filter curve.

tuations to explain the wide distribution of Ly↵ opac-
ities near z ⇠ 6. Davies & Furlanetto (2016) proposed
that fluctuations in a galaxy-dominated ionizing ultra-
violet background (UVB) may be present due to spatial
variations in the mean free path of ionizing photons.
Chardin et al. (2015, 2017) also proposed that the wide
⌧e↵ distribution may be due to UVB fluctuations, but at-
tributed the fluctuations to a radiation field dominated
by rare, bright sources such as quasars. On the temper-
ature side, D’Aloisio et al. (2015) proposed that large
temperature fluctuations may be present following an
extended reionization epoch that ended not long before
z = 6.

Intriguingly, each of these models poses challenges for
conventional IGM models. In the Davies & Furlanetto
(2016) UVB model, the typical mean free path must
be at least a factor of three shorter than what would
be predicted from extrapolations of lower-redshift mea-
surements (Worseck et al. 2014, and references therein).
The evolution of the global ionizing emissivity may also
be unphysically rapid over 5 < z < 6, unless estimates
at z ⇠ 5 are too low due to biases in the measured
mean free path (D’Aloisio et al. 2018). The Chardin
et al. (2015, 2017) model requires a number density of
quasars at the high end of observational constraints (Gi-
allongo et al. 2015; McGreer et al. 2018). A UVB dom-
inated by quasars may also cause helium in the IGM
to fully reionize too early (D’Aloisio et al. 2017). This
could violate evidence from the He II Ly↵ forest that
helium reionization ends near z ⇠ 3 (e.g., Worseck &
Prochaska 2011), and produce IGM temperatures that
exceed current constraints near z ⇠ 4 � 5 (Becker et al.
2011). Finally, the temperature model requires both
an extended, late reionization history and a local tem-
perature boost from reionization that is at the upper
end of physically motivated values (McQuinn 2012). It
is uncertain, moreover, whether su�cient temperature

fluctuations can be produced in radiative transfer simu-
lations of reionization that are consistent with IGM tem-
perature measurements at z < 5 (Keating et al. 2017,
but see Upton Sanderbeck et al. 2016). Clearly, deter-
mining the origin of the ⌧e↵ fluctuations would shed new
light on the physics governing the high-redshift IGM.

Recently, Davies et al. (2017a) showed that the com-
peting models could be tested by probing the relation-
ship between Ly↵ opacity and local environment (see
also D’Aloisio et al. 2018). Specifically, the galaxy UVB
model of Davies & Furlanetto (2016) predicts that a
deep Ly↵ trough such as the one towards J0148 should
arise in voids, where the UV background is suppressed.
The temperature model of D’Aloisio et al. (2015), in con-
trast, predicts that troughs should occur in high density
regions that reionized early and have had su�cient time
to cool. Davies et al. (2017a) suggested that galaxies
along the quasar line of sight could be used to probe the
density field. Observationally, this test requires (i) iden-
tifying galaxies within the redshift range of the trough,
(ii) su�cient sensitivity that the galaxies will adequately
sample the underlying density field, and (iii) a survey
area that is large enough to cover the region of inter-
est around the quasar line of sight and, ideally, a sur-
rounding region that can be used for a self-consistent
comparison.

In this paper we report on a survey for Ly↵ emit-
ting galaxies (LAEs) in the field of J0148 using Hyper
Suprime-Cam (HSC) on the Subaru telescope. The HSC
data have su�cient areal coverage and depth to con-
duct the experiment proposed by Davies et al. (2017a).
In addition, the LAE candidates are selected using the
NB816 narrow-band filter, whose central wavelength
conveniently sits right in the middle of the J0148 trough
(Figure 1). We present our HSC data in Section 2.
The selection of LAE candidates is described in Sec-
tion 2.3, and the results are compared to model predic-

Searches for Lyman-α emitters around the trough can distinguish between different 
models for the large spatial fluctuations in the Lyman-α forest opacities 
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Figure 4. Comparison of our Ly↵ and Ly� opacity measurements shown as the red data points in di↵erent redshift bins, i.e.
5.5 < z < 5.7 (left), 5.7 < z < 5.9 (middle), and 5.9 < z < 6.1 (right), to predictions from the Nyx hydrodynamical simulation
post-processed in several di↵erent ways. The contours in the top panels show the prediction from simulations with uniform UVB
and di↵erent slopes of the temperature-density relation of the IGM, whereas the middle and bottom panels show predictions
from models with a fluctuating UVB or a fluctuating temperature field, respectively. Inner and outer contours show the 68th
and 95th percentile of the distribution. The dotted contours show the respective distributions including ⇠ 20% continuum
uncertainties (which we omitted in the top panels for better readability). The data points marked as diamonds correspond to
the spectral bins shown in Fig. 2.

forest is underestimated in the highest redshift bin at
z ⇠ 6. Additionally, as noted before, we find an large
increase in the scatter of the measurements, most no-
tably at z ⇠ 5.8, compared to the predictions from the
models.

Note that in the two highest redshift bins in Fig. 5, the
di↵erence between the observed mean Ly� forest opti-
cal depth and the reionization model with a fluctuating
UVB is �⌧Ly�

e↵
& 1, which corresponds to a factor of

& 2.5 in the mean flux. Hence, systematic uncertainties

Observations of the Lyβ forest are also very useful for 
constraining the properties of the IGM

UV fluctuations

Temperature 
fluctuations

Eilers+19

5.5 < z < 5.7 5.7 < z < 5.9 5.9 < z < 6.1



A late reionization model is consistent with these 
Lyβ observations



• Matching the mean flux in the Lyman-α forest requires an IGM 
that is still significantly neutral below redshift 6 

• This model naturally reproduces the large spatial fluctuations in 
the opacity of the Lyman-α forest 

• This model also explains the  large observed Lyman-α absorption 
troughs and lack of Lyman-α emitters surrounding them, as well 
as recent observations of the Lyman-β forest


