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What drives the rise-decline of the star formation history?

• What are the main drivers?
• What’s evolving?

• Gas consumption? Higher/Lower 
gas fractions?

• More/Less mergers? Increased/
Reduced/no cold flows?

• Less/More massive haloes/hotter 
haloes

• Structure formation: less/more 
mature structures + 
environmental quenching?

See also: Geach+08; Sobral+13a,14,15a; Karim et al. 2011; Madau & Dickinson14; 
Bouwens et al. 2015; Khostovan et al. 2015

Hα Star formation history of the 
Universe; Sobral+13a



Selection really matters (z~2) and should be f(science)

• Lyman-break/UV 
selection can miss 
~65-70% of star-forming 
galaxies (metal-rich, 
dusty) (+ systematics)

• Deep+wide Hα surveys 
get ~100% down to the 
Hα flux limit they 
sample at z~2: 
important to conduct at 
higher z

HAEs

LBGs

“dusty”

Hα by far the best 
SF *selector*

See also: Hayashi et al. 2013 for [OII]

z=2-3

Oteo, Sobral et al. 2015 



Strong SFR* decline with cosmic time towards z~0
• Decline of typical star formation rates (SFR*) and specific 

star formation of galaxies (sSFR) with cosmic time for all 
masses

Sobral et al. 2014
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Strong evolution in Hα specific star-formation rates + EWs

• Decline also happens for all 
environments: internal processes

The SFR v.s. M∗ relation since z ∼ 2 11

Figure 9. The distribution of M∗ (left), SFR (middle), and offsets from
the main sequence of field galaxies (right) at each redshift. The shaded his-
tograms show the results for HiZELS sample, while the hatched histograms
show the results for cluster (Rc < 2 Mpc) galaxies. The vertical dotted
lines in the left and middle panels show the M∗ or SFR cut we applied for
each redshift sample, while the dotted lines in the right-hand panels show
the location of the zero-offset. The actual difference between cluster and
field galaxies is always small (<∼0.1–0.2 dex at maximum), but we note that
a statistical test suggests that the two distributions may be different for our
z = 2.2 sample in the sense that the cluster galaxies have higher M∗ and
higher SFR (see text).

of the SFR–M∗ relation with environment could be explained if
the environmental quenching is a rapid process (see e.g. Muzzin et
al. 2012). That is, the environment instantly shuts down the star-
formation activity of galaxies once the environmental effects are
switched on, so that declined star-formation is not observed (be-
cause our galaxy samples are selected with Hα). Therefore a naive
interpretation of our result would be that the major environment
quenching mechanisms are always fast-acting in the history of the
Universe since z ∼ 2.

An important, but unexplored issue is the contribution of
AGNs. While most of our Hα-selected galaxies are likely to be
powered by star formation (see § 2.3), there still remains a possi-
bility that the AGN contribution could be dependent upon redshift,
mass, and environment. For example, Popesso et al. (2011) carried
out a detailed FIR study of the star forming activity of galaxies at
z ∼ 1 using Herschel data. They find that, while overall the SSFR–
M∗ relation does not depend on environment, the reversal of the
SFR–density relation could be produced by very massive galaxy
population. They also noted that the inclusion of AGNs into the
analysis could also lead to an apparent reversal of the SFR–density
relation. Therefore, more detailed studies of individual galaxies
(including spectroscopy) are clearly needed to unveil the role of
AGNs, as a future step of this study.

Another caveat on our result concerns the prediction of dust
extinction correction. We applied the empirical correction based on
the AHα–M∗ correlation established for local galaxies (see § 2.3),
which has a large intrinsic scatter (Garn & Best 2010). The relation
is reported to be unchanged out to z ∼ 1.5 (Garn et al. 2010; So-
bral et al. 2012), but as we showed in § 3.3 for the z = 0.4 galaxy
sample, the dust attenuation in star-forming galaxies may be de-

Figure 10. The redshift evolution of the (Hα-derived) SSFR at M∗ =
1010M⊙ derived from the best-fitted SFR–M∗ relation for cluster (red
squares) and field (black circles) galaxies. The error-bars incorporate the
standard deviation around their best-fit SFR–M∗relation (see Fig. 8), and
the maximum environmental uncertainty in AHα (0.5 mag; see Fig. 7). The
dotted lines are the evolutionary tracks following ∝ (1+ z)2, ∝ (1+ z)3,
and ∝ (1+z)4, to guide the eye. The local data point is derived by adopting
z = 0 in the equation of Whitaker et al. (2012).

pendent upon the environment. In other words, the mode of star
formation in galaxies could be affected by environment, leading
us to underestimate the dust extinction effect in high-density envi-
ronment if we rely on the M∗-dependent correction. We note that
the environmental dependence of “dustiness” of distant galaxies is
still under debate. For example, Patel et al. (2011) used galaxies
in a z ∼ 0.8 cluster field to show that the dust extinction (AV

from SED fitting) decreases with increasing galaxy number den-
sity. On the other hand, Garn et al. (2010) showed that there is
very little environmental variations in dust extinction (AHα) by
comparing IR-derived SFR with Hα-based SFRs for Hα-selected
galaxy sample at a similar redshift. Our current analysis suggests
an even different trend for z = 0.4 star-forming galaxies; galax-
ies residing in high-density environment tend to be dustier by ∼0.5
mag than normal field star-forming galaxies. This may be a similar
phenomenon suggested by Rawle et al. (2012), who find galaxies
with “warm dust” in a z ∼ 0.3 cluster environment using Her-
schel data. They suggest that these warm dust galaxies could be
originated by cool dust stripping by environmental effects in clus-
ter environments (note that the stripping preferentially remove gas
from outskirt of a galaxy). However, all these studies clearly suffer
from sample size (and different definisions of star-forming galax-
ies and/or environment). Studying the environmental dependence
of the galaxy dust properties is an important key for understanding
the role of environment more precisely.

In this pioneering work, we performed a comparison of the
SFR–M∗ relation between cluster and field galaxies using the
largest Hα-selected galaxy samples ever available. The most im-
portant message from this study is that the SFR–M∗ relation is in-
dependent of the environment, as far as we use Hα-based SFRs
(with M∗-dependent extinction correction). We caution again that
any environmental trend might be apparently washed out by apply-

c⃝ 0000 RAS, MNRAS 000, 000–000

Decline at ALL environments

See also e.g. Muzzin et al. 2012; Brodwin et al. 
2013; Schawinski et al. 2014; Darvish et al. 2014
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Figure 10. Dust extinction (AH↵) obtained from the Balmer
decrement (H�/H↵) from stacks, as a function of stellar mass. We
find that AH↵ correlates strongly with stellar mass. We also show
the Garn & Best 2010 statistical relation between dust extinction
and stellar mass: our results are in excellent agreement.

Our results are in very good agreement with the relation
found by Garn & Best (2010), which shows no evolution up
to at least z ⇠ 1 � 1.5 (e.g. Sobral et al. 2012; Ibar et al.
2013), and reveals that, statistically, stellar mass is a robust
predictor of AH↵.

Nevertheless, Koyama et al. (2013) found that the re-
lation provided by Garn & Best (2010) to correct for dust
extinction could not reproduce dust extinction corrections
implied from the ratio 24µm/H↵ as a function of environ-
mental density. In order to investigate this, we evaluate AH↵

as a function of environmental density in Figure 11. Our re-
sults show that AH↵ rises from 0.6 ± 0.2 at the lowest den-
sities, to AH↵ = 1.6 ± 0.2 at the highest densities. Our re-
sults in Figure 11 are compared with those in Koyama et al.
(2013), using 24µm. While the trend that we see is similar,
we still find a lower normalisation, but an apparently steeper
slope of the typical dust extinction as a function of environ-
mental density. This could be a consequence of the 24µm
results being a↵ected by some AGN contamination (which
can have significant emission of hot dust). A remaining pos-
sibility is the relation used to transform 24µm/H↵ ratios in
AH↵, which is much more uncertain than Balmer decrement
measurements such as the ones we obtain.

In order to further test whether the relation we see could
be driven by dust extinction correlating strongly with stellar
mass, we also show in Figure 11 the dust extinction expected
from the relation between stellar mass and dust extinction.
We compute such dust extinctions by using the median and
range of stellar masses present in each bin of local environ-
mental density. Our results show that the relation between
typical dust extinction and environmental density can not
be explained by stellar mass, as expected from e.g. Figure
3.

5 CONCLUSIONS

We have conducted a spectroscopic survey over a well-
defined sample of H↵ emitters, selected with wide-field
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Figure 11. Dust extinction (AH↵) obtained from the Balmer
decrement (H�/H↵) as a function of local environmental density,
⌃. We find that the AH↵ increases from the lowest to the higher
density regions, in line with what was inferred from increasing
24µm/H↵ ratios as a function of density from Koyama et al.
(2013), which we also show, for comparison. We note that AH↵

has been computed only for non-AGN galaxies. We note that dust
extinction correlates with stellar mass in our sample, in line with
Garn & Best 2010 – see Figure 10. Thus, in order to take that
e↵ect into account, we use the median stellar mass of galaxies in
each density bin to predict the dust extinction in that bin, which
we also show. The result are consistent with those presented in
Koyama et al. (2013), i.e., that the increase in dust extinction
seems to be driven by environment, not mass.

narrow-band imaging over A851/Cl 0939+4713 at z ⇠ 0.4
(Koyama et al. 2011, 2013). We measured [Oii], H�, [Oiii],
H↵ and [Nii] for a sample of 119 H↵ emitters in and around
the A851 cluster. We also use stacking and obtain Balmer
decrements, metallicities and ionisation parameters to inves-
tigate if the nature, dust properties, metallicities and other
properties vary as a function of environment. Our results
show that:

• About 70 ± 13% of H↵ emitters in and around Abell
851 are clearly star-forming, while 17 ± 5% are AGN. We
do not find any strong dependence of the AGN fraction on
environment. Thus, the rise of the typical 24µm/H↵ found
in Koyama et al. (2013) is not caused by a potential rise in
the AGN fraction.

• We find a strong mass-metallicity at all environments,
with no significant dependence on environment.

• The ionisation parameter is found to be the highest
(log10(qion)⇠ 7.5 � 7.6) for our lowest mass H↵ emitters.
While we find that the ionisation parameter falls with in-
creasing stellar masses up to ⇠ 1010 M�, we find that, for
an H↵ selected sample, the ionisation parameter starts to
increase slightly again (by ⇠ 0.15 dex) with stellar mass up
to 1011. This is likely a consequence of our selection, which
yields active massive galaxies.

• The inclusion of AGN rises the ionisation parameter at
all stellar masses and at all environments.

• We find that H↵ emitters residing in the lowest densities
have the lowest ionisation parameters, and that intermedi-
ate environments show H↵ emitters with the highest ioni-
sation parameters (⇡ 7.3 � 7.4). For higher environmental

MNRAS 000, 1–13 (2016)

Sobral et al. 2016b

Koyama et al. 2013

Sobral et al. 2011

z~1



Star formation history of the Universe with emission-lines

• Using single-
technique, well-
understood 
measurements, now 
with emission-lines, 
e.g. Hα and [OII] or 
[OIII] (not just UV or 
FIR)

• Large, multiple 
areas: overcoming 
cosmic variance

See also: Geach+08; Sobral+13a,14,15a; Karim+11; Madau & Dickinson14; Bouwens et al. 2015

3960 A. A. Khostovan et al.

Figure 9. Our [O II] dust and AGN-corrected SFRD evolution with the [O II] studies of Bayliss et al. (2011), Ciardullo et al. (2013), Sobral et al. (2013), and
Sobral et al. (2015), along with the results of this paper, that are used to fit the parametrization of Madau & Dickinson (2014). The best fit is shown as the dashed
line (dodger blue) and is only based on [O II] measurements. We also include an extrapolation to higher-z (dash–dotted turquoise line), as we do not constrain
this part of redshift space but can extrapolate based on our fit. The 1σ region is highlighted in gold filled regions around the fit. The stacked radio study of
Karim et al. (2011) and the H α study of Sobral et al. (2013) are also shown as a comparison and are in agreement with our measurements. Our compilation of
SFRD measurements (in grey) are a combination of our compilation and that of Hopkins & Beacom (2006), Madau & Dickinson (2014), Ly et al. (2007), and
Gunawardhana et al. (2013). We reproduce the SFRD evolution history of the universe based primarily on [O II] studies with the peak of star formation history
occurring at z ∼ 3. We also include the fits of Hopkins & Beacom (2006, IMF corrected to Salpeter) and that of Madau & Dickinson (2014). We find that the
Hopkins & Beacom (2006) fit reasonably matches our SFRD fit, while the Madau & Dickinson (2014) fits well until z > 2. This is mostly because the Madau
& Dickinson (2014) fit is driven by the z > 5 UV measurements (which are not backed by spectroscopy), for which we do not include in our [O II] fit.

H β + [O III] SFR calibrations could in fact be more of a reliable
tracer of star formation activity than previously thought. Further-
more, this is also strong evidence to show that our H β + [O III]
sample is dominated by star-forming galaxies and is a reliable sam-
ple. Also, our survey seems to be detecting H β + [O III] emitters
that have more dust in comparison to [O II] emitters such that the
traditional AH α = 1 mag applies to the H β + [O III] sample and
a lower dust correction applies to the [O II] emitters. This notion
was proposed by Hayashi et al. (2013) for their [O II] sample. Their
conclusion was that dustier [O II] emitters fall to lower luminosities
that are below the detection limit, while the less dusty emitters,
which will be apparently brighter, are detected.

We fit the SFRD using our [O II] SFRD measurements along with
the [O II] measurements of Bayliss et al. (2011), Ciardullo et al.
(2013), and Sobral et al. (2012) to the parametrization of Madau &
Dickinson (2014):

log10 ρ̇⋆ = a
(1 + z)b

1 + [(1 + z)/c]d
M⊙ yr−1 Mpc−3, (9)

where our fit results with a = 0.015 ± 0.002, b = 2.26 ± 0.20,
c = 4.07 ± 0.51, and d = 8.39 ± 2.60. The fit is purely based on [O II]
emitters, but we have also fitted for the cases of [O II]+H α+Radio,

[O II]+UV, and [O II]+H α+Radio+UV (see Fig. 9) to show how
our fit will vary based on the data that we use. Based on the [O II] fit,
we see a drop at z > 3 that is slightly steeper than those determined
by UV dropout studies (i.e. Oesch et al. 2010; Bouwens et al. 2011,
2014; Schenker et al. 2013). Despite this drop in our [O II] SFRD
compared to the UV studies, we do find that the UV measurements
are still within 1σ .

An important note to make though is that prior to this paper,
there does not exist a study besides UV/Ly α studies that have
measured the SFRD up to z ∼ 5 since z ∼ 3. This is a crucial
point since there has been no other study so far that could con-
firm the drop-out measurements, which are severely affected by
dust extinction. Furthermore, this is the first time that the cos-
mic star formation history has been constrained based on a single
tracer for larger volumes and up to z ∼ 5. Our current measure-
ments are the farthest that we can measure the [O II] SFRD due to
the fact that the emission line would go past K band and into the
infrared. Future space-based narrow-band surveys, such as JWST
and the Wide-field Imaging Surveyor for High-redshift (WISH),
will be able to probe [O II] emitters up to z ∼ 12, which would
allow us to compare and confirm the UV SFRD measurements at
z > 5.

MNRAS 452, 3948–3968 (2015)
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Now (Present) Peak of star formation 

(~11 Gyrs ago)Khostovan, Sobral+15

Progress on simulations: e.g. Boylan-Kolchin et al. (2009); Hopkins et al. 2014; Vogelsberger et al. 2014; Schaye et al. 
2015; Lacey et al. 2016



Lyα: currently still the best spectroscopic tool at z>2…

• 1216 Å redshifts into optical at z > 2
• Intrinsically most luminous emission-

line in star-forming HII regions 
• Easy to identify thanks to asymmetric 

shape 
• Easy to select photometrically thanks 

to nearby Lyman-break 

• Coupled with other UV lines for 
apparently very luminous sources, 
e.g.  CIII], CIV, HeII)

+ 1216 Å redshifts into optical at z > 2 

+ intrinsically most luminous emission 
line in star-forming HII regions 

+ easy to identify thanks to asymmetric 
shape 

+ easy to select photometrically thanks 
to nearby Lyman-break

LY M A N - A L P H A  I S  C U R R E N T LY  O U R  
B E S T  S P E C T R O S C O P I C  T O O L  AT  Z > 2 . 3

Lyα

See e.g. Stark+15,16; Stroe, DS et al. 2017a,b

Local Universe: LARS [Östlin et al. 
2014; Hayes et al. 2014]

Humphrey et al. 2007; Smith & Jarvis 2007; Ouchi et al. 2008; Matthee et al. 2014, 2015; Nilsson et al. 
2009; Song et al. 2014; Oteo et al. 2015; Pentericci+2014; Hayes 2011; Dijsktra 2015;  Verhamme+2015



Lyα: currently still the best spectroscopic tool at z>2…

• 1216 Å redshifts into optical at z > 2
• Intrinsically most luminous emission-

line in star-forming HII regions 
• Easy to identify thanks to asymmetric 

shape 
• Easy to select photometrically thanks 

to nearby Lyman-break 

• Coupled with other UV lines for 
apparently very luminous sources, 
e.g.  CIII], CIV, HeII)

Lyα

See e.g. Stark+15,16; Stroe, DS et al. 2017a,b

Local Universe: LARS [Östlin et al. 
2014; Hayes et al. 2014]CII], CIII] and CIV emitters at z ⇠ 0.7�1.5 5

Figure 4. Same as Fig. 3, but for CIII] emitters. The CIII] LF at z ⇠ 1.05 is
well described by a Schechter function, consistent with a SF origin for the
line emission. The CIII] LF is below Lya and Ha at all luminosities.

Table 2. Schechter LF parameters as resulting from fits. The faint end slope
is fixed to a value of �1.75 for the Schechter fit. For CII] emitters we do
not sample the bright end very well. CIII] densities are well described by a
Schechter function. We were not able to get a converging Schechter fit for
the CIV data, as there is an infinitely large number of Schechter fits with
L⇤ higher than what we can probe that fit the data well, and that are thus
indistinguishable from a power-law.

Line z a logf⇤ logL⇤

(Mpc�3) (erg s�1)

CII] 0.673�0.696 �1.75 �5.19+0.21
�0.40 42.79+0.58

�0.27

CIII] 1.039�1.066 �1.75 �3.60+0.12
�0.12 41.95+0.06

�0.06

as the usual Schechter number density drop might be located be-
yond luminosities we can directly probe (LCII] > 1042�43 erg s�1).
Note the low number statistics in these bright regimes: we have
an equivalent of ⇠ 3� 4 sources between 1042 and 1042.7 erg s�1.
Sources added through fractions cannot be responsible for the high
densities at these bright luminosities, as 2 sources are spectroscop-
ically confirmed and 1 has a photometric redshift. The bright end
behaviour therefore does not change if we only consider the secure
sources (see Fig. 3). Given the shape of the number density dis-
tribution, the CII] bins are also well fit by a power-law with slope
�0.94 ± 0.21 with c2

red = 0.4. For most binning choices we ex-
plored, the c2

red for the power-law and the Schechter fit were within
10 per cent of each other.

5.2 CIII] luminosity function

The CIII] LF is well fit by a Schechter function (c2
red = 0.4, see

Table 2 and Fig. 4). Given the large number densities and smaller
Poissonian errors, the CIII] Schechter fit is the most secure out of all
three Carbon emitters types, having the smaller errors on the LF pa-
rameters. The robustness of the bright sources above LCIII] ⇠ 1042.2

erg s�1 is confirmed through spectroscopy or photometric redshifts.
Note the high zspec and zphot completeness of CIII] emitters with 34
confirmed sources and the low overall expected fraction (10� 15

Figure 5. CIV emitter LF, fit with a power law. All labels similar to similar
to Fig. 3. A Schechter function could not be fit to the data. The results imply
ubiquitous joint detections of Lya , Ha and CIV for bright sources.

Table 3. Power-law LF parameters, according to the fit described in equa-
tion 3. CII] emitters are well by either a Schechter function or a power law.
This is in line with the interpretation that CII] emitters are mainly powered
by SF at lower fluxes and AGN the bright end. CIV has a distinct power-law
shape, characteristic of quasars.

Line z g logLint

(erg s�1)

CII] 0.673�0.696 �0.92±0.17 34.15±6.96

CIV 1.513�1.546 �0.30±0.06 8.41±2.49

per cent) of CIII] emitters compared to the entire emitter population
selected with the CALYMHA NB survey. Because of this, includ-
ing or excluding the uncertain sources through fractions does not
significantly affect the results.

For completeness, we also fit a power-law function to the CIII]
data which for most of the binning choices does not converge and in
all other cases the c2

red is a factor of a few worse than the Schechter
fit.

5.3 CIV luminosity function

A Schechter function with a fixed to �1.75 fits poorly the CIV
data at z ⇠ 1.5. Due to the lack of a drop in number density at
bright luminosities attempting to fit Schechter function resulted in
a completely unconstrained characteristic L⇤ and density f⇤. Our
minimisation did not converge and we were not able to find a c2

minimum over the wide parameter space we probed (from logf⇤

of �6 to 2 and logL⇤ in the 40�46 range).
The LF is well described by a power-law with b ⇠ 0.3 (c2 ⇠

0.1, see Fig. 5), similarly to the LF of quasars which are also power-
law like (see also Section 5.6). Using the slope of the power-law fit
as input for the faint end slope of the Schechter function, we get a
fit of similar c2 to the power law fit, however with an L⇤ > 1044

erg s�1, which is beyond the range we can probe. Over the range
of luminosities we measure, families of best-fit Schechter functions
are indistinguishable from a power-law, while there is a single, well

MNRAS 000, 000–000 (2017)

Stroe, DS, JM+17a,b

z=1.1LyαCIII]



Lyα may seem like a low hanging fruit… but not so easy to eat

• ... easily scattered and re-emitted: most 
photons escape at low surface 
brightness

• Easily absorbed in the inter-stellar 
medium and intergalactic medium.

• Escape fraction not well understood
• Neutral IGM affects Lyα - hard to use at 

z>6

• Only a small fraction of Lyα photons 
escape: Hα can be used to measure it

but… line-resonance leads to scattering: 
(tau=1 at NH ~1014 cm-2) 

 
- small fraction of Lya escapes 

- escape fraction not well understood 
 
- most photons escape at low surface 
brightness 
 
- neutral IGM affects Lya - not easy to use 
at z>6

fesc, Lya=fLyα/(8.7 fHα)

LY M A N - A L P H A  I S  C U R R E N T LY  O U R  
B E S T  S P E C T R O S C O P I C  T O O L  AT  Z > 2 . 3

e.g. Hayes et al. 2010

Lyα

(sometimes not easy to get)!

fesc,Lyα= fLyα/( 8.1-9.0 fHα)LF+ 1216 Å redshifts into optical at z > 2 

+ intrinsically most luminous emission 
line in star-forming HII regions 

+ easy to identify thanks to asymmetric 
shape 

+ easy to select photometrically thanks 
to nearby Lyman-break

LY M A N - A L P H A  I S  C U R R E N T LY  O U R  
B E S T  S P E C T R O S C O P I C  T O O L  AT  Z > 2 . 3

Lyα



The CALYMHA survey: CAlibrating LYman-α with Hα
• Custom-made narrow-band filter. 50 nights INT + 8 nights CFHT (PI: Sobral)
• 5 deg2 deep double-blind matched Lyα-(CIV-OII-OIII)-Hα (and LyC) survey. 

Sobral Part B2 XGAL-REV 

specifically for that and the filter was delivered to the INT in mid 2013 – see Fig. 3). This will allow us to 

unveil the nature of 1000s of Lyα emitters (and the range in their properties) in an unprecedented way. Most  

importantly, I will finally measure the escape fraction of Lyman-α as a function of multiple parameters (e.g. 

dust extinction, colour, stellar mass, SFR) and investigate an empirical, robust calibration for the Lyman-α 

line. This is of extreme importance, as most surveys at the highest redshifts rely on Lyman-α both to survey,  

but particularly to spectroscopically confirm candidates (e.g. Iye et al. 2006, Ono et al. 2012, Finkelstein et  

al. 2013). After completing the pilot survey, I will use CFHT/MegaPrime (OPTICON time + collaborators in 

Canada) to obtain and even deeper, matched Lyα-Hα to reach down to the lowest Lyα/Hα ratios and to search 

for very extended Lyα emission for Hα star-forming galaxies without clear Lyα emission.

Fig. 3 –  Left:  The double-narrow band technique,  here used to find double [OII]-Hα line emitters at  z=1.47. This 

technique is capable of obtaining clean and complete samples of z=1.47 line emitters (Sobral et al. 2012, 2013a) even 

without any other information. Right: I am applying the same technique for Lyα-Hα at z=2.23, to directly calibrate Lyα 

using Hα and to measure its escape fraction (which is currently highly uncertain). The M392 filter has already been 

bought by the PI and the pilot Lyα-Hα survey is already being conducted at the INT (see e.g. Fig. 5). A similar filter is 

also being built for the CFHT telescope (MegaPrime) which will be used to conduct an even deeper survey.

K3) Obtain a completely self-consistent set of very large-area Ly  α surveys in ~9 redshift/cosmic time   

slices from   z=2.23, (2.8 billion years after the Big Bang) to z=9 (~500 million years after the Big Bang),   

each populated by up to >1000s of Lyman-  α    emitters  .  These will  be the largest,  multi-cosmic epoch, 

narrow-band surveys, all undertaken in the same way (same reduction, selection). Because we already have  

pilot data (INT, CFHT, Subaru), our first results will be out way before e.g. Hyper Suprime-cam results. The 

samples (z=2.2, 2.4, 3.1, 4.3, 4.8, 5.7, 6.6, 7.1, 8.8; Fig.10) will include both AGN and star-forming galaxies,  

and also result in the largest samples of Lyman-α blobs (c.f. Matsuda et al. 2004) and of more typical LAEs. 

One of the main goals is to apply the knowledge from K2 to interpret and conduct these uniquely large 

surveys (K3), but also to find and confirm the most distant luminous galaxies (z=7.1 and z=8.8 surveys,  

where the number of sources will be low). With very large samples, spanning a range of luminosities and 

physical  properties,  and  over  different  large  areas  on  the  sky,  we  will  conduct  the  best  clustering 

measurements  ever  done  (across  cosmic  time),  and  look for  signatures  of  re-ionization,  e.g.  significant 

change in the clustering of Lyman-α emitters; this will be a major improvement over e.g. Ouchi et al. (2010).

Both the matched Lyα-Hα double-blind survey and the higher redshift Lyα surveys will be extremely large, 

>10,000 times larger than the typical ultra-deep fields, such as the HUDF with the NASA/ESA Hubble 

Space Telescope (e.g. Bouwens et al. 2011; Ellis et al. 2013), >20 times larger than e.g. Ouchi et al. (2008, 

2010) and even larger (and significantly deeper) than e.g. Matthee, Sobral et al.  (2014). I will  therefore  

derive by far the largest samples of the most distant galaxies and conduct detailed follow-up observations on  

the most luminous sources for the first time to unveil their nature and evolution (with e.g. MUSE/VLT). 
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Figure 2. On sky distribution of all NB392 detections, showing the masked regions and highlighting the di↵erences in depth of some of
the pointings. Our coverage in UDS and COSMOS is shown to scale. On top we show the H↵ emitters at z = 2.23 from Sobral et al.
(2013) and our Ly↵ emitters at z = 2.23 after selecting line emitters at z = 2.23 out of all NB392 emitters. We find that both Ly↵ and
H↵ emitters seem to trace the same structures, albeit with some important di↵erences, including the strong over-density in the COSMOS
field. We also show the field of view of WFC/INT.

improves strongly up to seeing 1.8 ! ! for COSMOS P4 (see
Matthee et al. 2016). Other fields reach a higher depth by
including frames up to a higher seeing of 2 ”. We therefore
use these and reject individual frames with seeing higher
than 2! ! (see Table 1).

Before we stack we normalise images to the same zero-
point and point spread function (PSF) match images. We
then mask regions in the final stacks which are too noisy,
are contaminated by bright stars, and where the S/N is sig-
nificantly below the average (e.g. gaps between detectors).
Figure 2 presents all the NB392 sources detected after mask-
ing.

2.3 Photometric Calibration and survey depth

Our NB392 filter is contained between the u and B bands
in the very blue region of the optical. In principle one could
simply use a combination of these filters and photometry of
several stars in order to calibrate the NB392 data. However,
the wavelength range covered by our filter probes the strong
CaHK absorption feature, which can vary significantly de-
pending on stellar type and its metallicity. Thus, the blind
use of stars would introduce significant problems and scat-
ter due to the strong CaHK absorption features, apart from
steep continuum. In order to solve this potential problem,
we use spectroscopically confirmed galaxies with redshifts

between z = 0.01�1.5 without any features in our region of
interest, which provide flat, robust calibrators (see Matthee
et al. 2016). We assure this is the case, by selecting only
galaxies with a flat continuum, i.e., u�B ⇡ 0 color. We then
calibrate the NB392 data using u with those flat sources in
the blue as a first order calibration. We then correct for any
potential dependence of excess on u�B colours (red sources
can lead to fake excess sources; see Matthee et al. 2016) by
again selecting spectroscopically confirmed galaxies which
have no features in at the observed 3920 Å.

After calibration, we investigate the final stacked im-
ages to study their depths. We do this by placing 100,000
random 3! ! apertures in each of the frames (resulting from
combining di↵erent independent cameras per pointing). We
check that the distribution peaks at 0, consistent with a very
good sky subtraction, and we then measure the standard de-
viation (1�), which we transform to a magnitude limit (1�).
We find that the deepest images are found in COSMOS P4,
reaching 25.0 (3�). The average depth over our entire COS-
MOS coverage is 24.2±0.4 (3�). In UDS, the average depth
is similar to COSMOS, but with a lower dispersion as only
one WFC pointing was targeted 24.2± 0.2 (3�).
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Figure 11. Thumbnails of the stacks of the 12 H↵-Ly↵ emitters (left) and full sample of SFGs (right). The background images shows
the K band (where we removed the contribution from H↵ using NBK), which corresponds to rest-frame R. The Ly↵ emission is shown
in blue contours, H↵ emission is shown in red and UV (from observed F814W, corresponding to ⇠ 2000Å rest-frame) in green. In the
left panel we also indicate the 300 diameter aperture used for measurements of individual sources in black dashed lines. The PSF FWHM
is indicated with a white dashed circle in both panels. The contour levels are normalised to the peak flux in each band. The outer Ly↵
contour represents 7.5� for the left panel, and 3� for the right panel. This corresponds to 0.37 and 0.52 of the peak flux, respectively.
The 1� surface brightness limit in the two panels is 9.0 and 2.5 ⇥10�19 erg s�1 cm�2 arcsec�2. Other contours correspond to a fraction
of 0.5 and 0.75 of the peak flux in the left panel, and 0.6, 0.75 and 0.9 in the right panel. In both panels, it can be seen that H↵ traces
the UV light very well. Ly↵ is more extended than H↵ and the UV for both the (biased) stack of direct detect H↵-Ly↵ and the full stack
of SFGs, indicative of scattering. Ly↵ extends up to ⇠ 20 kpc distance from the center at the corresponding significances. The stack of
the 12 H↵-Ly↵ emitters is extended up to 30 kpc at 3� significance.

panel of Fig. 11, Ly↵ is extended up to ⇠ 20 kpc at 3� con-
fidence level. At 2� significance, it is extended up to ⇠ 30
kpc. This means that aperture based measurements (includ-
ing slit spectroscopy) might miss parts of Ly↵ emission, and
that IFU’s or specially designed NB filters are more suited.

8 DISCUSSION

8.1 A consensus on the value of fesc

To date, a number of papers have been published on mea-
suring the Ly↵ escape fraction with di↵erent selections of
galaxies and methods. Typically, Ly↵ selected galaxies at
z > 2 have resulted in high escape fractions of ⇠ 30% (e.g.
Blanc et al. 2011; Nakajima et al. 2012; Wardlow et al. 2014;
Kusakabe et al. 2015; Trainor et al. 2015), even though tech-
niques to estimate the intrinsic Ly↵ production range from
UV to dual NB to FIR and spectroscopy. However, a Ly↵
selected sample of galaxies is not representative for the full
(star-forming) galaxy population and estimates of fesc are
biased towards high values (as for example seen in Fig. 8).

With UV or rest-frame optical emission line selected
galaxies, the typical fesc at z = 2 � 3 is around fesc ⇠ 3-
5%, (e.g. Hayes et al. 2010; Kornei et al. 2010; Ciardullo
et al. 2014), but fesc is found to increase with increasing
redshift, up to ⇠ 30% at z = 5.7 (e.g. Hayes et al. 2011).
Our measured median value of 1.6±0.5% of HAEs is lower
than the value in these papers in the literature. However, we
note that our measurement is the first which is independent

of assumptions on the shape of the luminosity function and
integration limits. Furthermore, as we will show now, the
results are fully consistent with literature results when we
account for di↵erent selections of galaxies and the di↵erent
parameter spaces probed by di↵erent surveys.

Most samples have either been UV selected or selected
with emission lines bluer than H↵ (e.g. [Oiii]; Ciardullo
et al. 2014), such that they might miss a population of dusty
galaxies. This might cause a bias towards high fesc values, as
we show here that dustier galaxies typically have a lower fesc
(see Fig. 9, but note that we also observe significant fesc for
some dusty galaxies). On the contrary, Cassata et al. (2015)
report a low fraction of UV selected galaxies with Ly↵ emis-
sion at 2 < z < 6, corresponding to fesc < 1%, concluding
that the bulk of the Ly↵ luminosity density is coming from
fainter galaxies than the typically UV bright galaxies that
were targeted. This is consistent with our results, as these
galaxies have a typical SFR of ⇠ 50� 100 M� yr�1 (Tasca
et al. 2015), and we show that the typical escape fraction at
these SFRs is very low (< 0.5%).

The major di↵erence between our survey and the
matched H↵-Ly↵ survey at z = 2.2 from Hayes et al. (2010)
is that our HAEs probe a larger range in SFRs and stel-
lar masses, because our observations probe a much larger
volume (⇠ 80 times larger, yet with shallower depth). We
have shown in the top row of panel of Fig. 8 that the SFR
anti-correlates with the escape fraction. If we compute SFRs
from the H↵ emitters from Hayes et al. (2010) as described
in §3.5, we find that their SFRs are between 0.4-4.4 M�
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Figure 9. Stacked H↵ and Ly↵ images of all our Ly↵ emitters.
All bands are PSF matched and we show the common PSF in the
image. We compare the stacked rest-frame R band (observed K
band, H↵ subtracted), tracing the older stellar population/stellar
mass, with both H↵ and Ly↵ emission from our sample of Ly↵
selected emitters. Ly↵ and H↵ contours show the 50%, 70% and
85% contours of the total flux. For a 300 diameter aperture we
recover 82% of the total H↵ flux (0.4 ⇥ 10�16 erg s�1) but only
50% of the total Ly↵ flux (2.2⇥10�16 erg s�1). We thus find that
while H↵ is slightly more extended than the continuum emission,
the Ly↵ emission extends to much larger radii. This is consistent
with the results from Matthee et al. (2016b).

Momose et al. 2014; Matthee et al. 2016b; Wisotzki et al.
2016).

6.2 Ly↵ escape fraction and dependence on Ly↵
luminosity and EW0

Assuming Case B recombination, we use the H↵ stack (after
applying all corrections; see §4.3) to measure an escape frac-
tion of 37± 7% for a 300 aperture. This goes up to 65± 20%
for an 800 aperture, consistent with Matthee et al. (2016b).
Regardless of the aperture used, the values are significantly
above the global average or the escape fraction for H↵ se-
lected/more typical star-forming galaxies, which is only a
few percent (see e.g. Hayes et al. 2010; Matthee et al. 2016b;
Konno et al. 2016), as we will also show in §6.3. However,
this is not surprising, as, by definition, Ly↵ emitters will
have to have relatively high escape fractions, otherwise they
would not be selected as such.

We then split our Ly↵ emitters according to their Ly↵
luminosity and EW0 (see Figure 10). We find that the Ly↵
escape fraction increases with increasing EW0, with fesc in-
creasing from ⇡ 18% for EW0⇡ 40 Å to fesc ⇡ 70% for
EW0⇡ 120 Å. This is consistent with the younger/more star-
bursting sources having higher Ly↵ escape fractions (see also
Verhamme et al. 2016).

Naively fesc could be expected to increase with Ly↵ lu-
minosity. However, as Figure 10 shows, we find that fesc

decreases with increasing Ly↵ luminosity. For our faintest
luminosity bin, LLy↵ ⇡ 1042.5 erg s�1, we measure fesc =
50± 9%, while we only measure fesc = 22± 4% for the most
luminous bin, LLy↵ ⇡ 1043.0 erg s�1. When interpreted to-
gether with results from §6.3, it is expected that fesc will
drop again for very low Ly↵ luminosities. We discuss this in
more detail in §7.

6.3 The global Ly↵ escape fraction at z = 2.23

Here we investigate the global escape fraction of Ly↵ pho-
tons (with a fixed 300 diameter aperture) at the peak epoch
of the star formation history of the Universe. We focus on
the global escape fraction (from the integral of the Ly↵ and
H↵ luminosity functions) and use the extinction corrected
H↵ luminosity function presented by Sobral et al. (2013).

The Schechter component of our fit to the Ly↵ lumi-
nosity function yields an integrated luminosity density of
1.1⇥ 1040 erg s�1 Mpc�3. The additional power-law compo-
nent adds a further 1.1 ⇥ 1039 erg s�1 Mpc�3, or ⇠ 10% of
the Schechter contribution. However, it should be noted that
if one integrates down to e.g. LLy↵ > 1041.6 erg s�1, the
Schechter component becomes only 0.4⇥1040 erg s�1 Mpc�3,
and thus the power-law component becomes more important
for shallower Ly↵ surveys.

By integrating our Ly↵ luminosity function at z = 2.23,
assuming Case B recombination, and directly comparing
with the equivalent integral of the extinction-corrected H↵
luminosity function, we find that, on average, within the
same apertures used for H↵ and Ly↵ (corresponding to
roughly to a 13 kpc radius), only 5.1 ± 0.2% of Ly↵ pho-
tons escape. This is in very good agreement with the mea-
surement from Hayes et al. (2010) of 5± 4%, but our result
greatly reduces the errors due to a much larger volume and
significantly larger samples. More recently, Matthee et al.
(2016b) studied an H↵-selected sample, finding that, down
to the detection limit of the sample, the Ly↵ escape fraction
is 1.6± 0.5%. However, those authors show that the escape
fraction strongly anti-correlates with H↵ flux/star forma-
tion rate, with the low H↵ flux and low star-formation rate
galaxies having the highest Ly↵ escape fractions. Thus, the
results in Matthee et al. (2016b) are in very good agreement
with our global escape fraction of 5.1 ± 0.2%, particularly
due to the contribution of much lower SFR sources to the
global measurement.

The results presented by Matthee et al. (2016b) al-
ready hint that Ly↵ escape fractions will strongly depend
on e.g. the H↵ luminosity limit of a survey (and also depend
strongly on the aperture used). Thus, while we find a typi-
cal escape fraction of 5.1±0.2% by integrating both the H↵
and the Ly↵ luminosity functions, we also study the e↵ect
of integrating down to di↵erent luminosity limits. Our full
results are presented in Table 4.

Furthermore, as shown in Figure 9, we find that at a
fixed 300 we recover a much larger fraction of the total H↵
flux (82%; consistent with e.g. Sobral et al. 2014) than the
total Ly↵ flux (50%). If we apply these results to correct the
integral of the H↵ and Ly↵ luminosity functions, we find that
the total (aperture corrected) average Ly↵ escape fraction
would be 1.64 times larger, or 8.4± 0.3%. This means that,
potentially, a further 3.3% of Ly↵ photons still escape, but
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Figure 7. Ly↵ morphologies for the ten HAEs with most significant Ly↵ detections, split in two rows. All images (including HST
ACS F814W) were smoothed to the PSF of the NB392 image and are centred on the position of peak H↵ emission. Thetop row shows
AGN, the bottom row SFGs. The sources are ordered by H↵ flux, decreasing from left to right. Each panel shows a 100⇥100 kpc K
band thumbnail with contours of rest-frame Ly↵ (blue), UV (green, from ACS F814W) and H↵ (red). The Ly↵ image was obtained by
subtracting the continuum PSF matched U band from the NB392 image and correcting using the di↵erential PSF image. The contours
show 3, 4, 5 and 6 � levels in each respective filter. For Ly↵, the 3 � contour corresponds to a surface brightness ranging from 1.8 � 17
(median 2.0)⇥10�18 erg s�1 cm�2 arcsec�2. The UV data is typically 3 magnitudes deeper than the Ly↵ data. Among the AGN, IDs
7801 and 1139 show evidence for extended Ly↵ emission. For the SFGs there is little convincing evidence for extended emission at the
reached surface brightness limit. The Ly↵ emission of source 1993 appears to be o↵set from the peak UV emission.

4.1 Ly↵ properties of dual Ly↵-H↵ emitters

After excluding the X-ray AGN, we find 12 robust double
Ly↵-H↵ emitters, which would translate in 2.5% of our star-
forming galaxies being detected in Ly↵. However, if we only
select the subset of HAEs with deepest Ly↵ observations
(194 star-forming galaxies, of which 8 have Ly↵), we find
a fraction of 4.1%. This is comparable to Oteo et al. 2015,
who found a fraction of 4.5% and lower than the 10.9 % of
Hayes et al. 2010, whose Ly↵ observations are deeper and
H↵ sample consists of fainter sources.

Comparing our 12 H↵-Ly↵ emitters to HAEs without
Ly↵, we find that there are no clear di↵erences in the SFR-
Mstar plane (Fig. 6). Since it is easier to observe Ly↵ for
galaxies with higher SFR (at a given fesc), this already indi-
cates that fesc is higher for galaxies with low SFR. We show
the stellar masses, observed H↵ and Ly↵ fluxes and dust
attenuations of the Ly↵ detected sources in Table 2.

The median, dust-corrected H↵ luminosity for the 12
SFGs with Ly↵ is 4.5 ⇥ 1042 erg s�1(corresponding to a
SFR of 20 M� yr�1), and median stellar mass of 1.8⇥ 1010

M�, such that they do not occupy one particular outlying
region in the relation between SFR and stellar mass, see Fig.
6. The median Ly↵ luminosity is 2.8⇥ 1042 erg s�1 and the
Ly↵ escape fraction for these galaxies ranges from 2 to 30 %
(although we note this does not take the uncertainty due to
the filter transmission profiles into account). The EW0(Ly↵)
ranges from 10 to 244 Å. If we apply an EW0(Ly↵) cut of
> 25 Å (similar to the selection of LAEs at high redshift,
e.g. Matthee et al. 2014 and references therein), 8 out of 12

star-forming HAEs are recovered as LAEs, with luminosities
⇠ 2� 8⇥ 1042 erg s�1.

4.1.1 Morphology

In Fig. 7, we compare the Ly↵ surface brightness with rest-
frame UV, R and H↵ from HST ACS F814W (Koekemoer
et al. 2007), K and NBK (continuum corrected with K) re-
spectively. The columns in Fig. 7 are ordered from decreasing
H↵ flux from left to right. In order to be comparable, the
PSF of the HST images is matched to that of the NB392
imaging on the INT, using a convolution with a gaussian
kernel. As the PSF of our INT imaging is 1.8 � 2.0”, this
is a major limitation. However, for the most significantly
detected sources (in Ly↵), it is still possible to study dif-
ferences qualitatively. Even though there is ground based
I band data available, we use HST data because those are
deeper.

The sources with IDs 2741, 7801 1073, 9274 and 1139
(see Table 2 for more information), shown in the first row
are all AGN with mostly spherical Ly↵ morphology. Com-
pared to the UV, IDs 7801 and 1139 show evidence for ex-
tended Ly↵ emission, while this is more evident when Ly↵
is compared to H↵. Note that the Ly↵ image is typically
the shallowest, and that the outer contours of Ly↵ therefore
typically represent a higher fraction of the peak flux than
the UV contours.

The sources in the second row are undetected in the X-
ray, and therefore classed as SFGs. 1057 is relatively massive
(Mstar = 1010.6 M�), and has fesc of 10.8%. 7693 has an
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Figure 10. Fraction of the total retrieved flux (defined as the maximum flux within 500 radius) as a function of aperture for the UV, H↵
and Ly↵ and stack of direct detected H↵-Ly↵ emitters (left) and stack of all star-forming galaxies (right). It can be seen that while H↵
and the UV (from PSF convolved HST F814W imaging) quickly reaches the total flux in both cases, the Ly↵ flux continues to increase.
For the direct detected sources, the Ly↵ flux increases somewhat more rapidly because sources where selected on bright central Ly↵.
These sources also have more compact H↵ than UV emission. For the stack of all SFGs, Ly↵ continues to increase (although the errors
are significant), such that deeper observations are required to test whether we have captured the full extent of Ly↵.

is su�ciently small to exclude measurement errors of � as
the source of the observed bimodal behaviour. The bimodal
behaviour is also seen when correcting for dust using the
Garn & Best (2010) prescription.

7 EXTENDED EMISSION

As Ly↵ is a resonant emission line, scattering due to neutral
hydrogen leads to a di↵usion process similar to a random
walk, which results in a lower surface brightness. Therefore,
it is likely that in the presence of extended Hi, Ly↵ emission
will be more extended than the UV. Although our relatively
large PSF FWHM and limited depth in NB392 (⇠ 1.800 and
⇠ 24 AB magnitude, respectively) limit the study of ex-
tended Ly↵ emission at low surface brightness, we can test
how our measured escape fraction depends on the chosen
aperture size. We do this by analysing the stacked images
for the (biased) sample of 12 dual H↵-Ly↵ emitting SFGs,
and for the stack of the 265 SFGs (see §5 and Table 1). We
measure both H↵, Ly↵ and the rest-frame UV in apertures
ranging from 2� 1000 in diameter.

As seen in Fig. 10 (and illustrated by Fig. 11), Ly↵ is
significantly more extended than the UV (traced by con-
volved HST F814W imaging) and H↵ for both stacks. The
stack of all SFGs (right panel of Fig. 11) has extended Ly↵
emission up to ⇠ 20 kpc distance from the center, at 3�.
At this significance, the stack of the 12 dual H↵-Ly↵ emit-
ters (left panel of Fig. 11) is extended up to 30 kpc, and is
clearly more extended than the aperture that we used for
the sources individually.

The growth curves for H↵ and the UV are similar,
quickly growing to the maximum at ⇠ 20 kpc. Ly↵ how-
ever continues to increase. The Ly↵ flux for the stack of the
sample of 12 H↵-Ly↵ emitters peaks at⇠400 radial apertures,
as further increase in the fraction of recovered flux with in-
creasing aperture is within the errors. The fesc within this

radius, ⇠ 30 kpc, is 14.2± 1.9%. At a radius of 1.500 (similar
to the aperture used for individual sources), we measure a
stacked fesc of 7.7 ± 0.9%. At this aperture, only ⇠ 50% of
the maximum observed Ly↵ flux is retrieved. The Ly↵ flux
for the stack of all SFGs also continues to increase up to at
least 30 kpc. By fitting a linear relation between the fraction
of the total recovered flux and radius, we find that r90 (the
radius at which 90 % of the flux is retrieved) for our stack
of directly detected H↵-Ly↵ is 31.3±1.5 kpc. For the stack
of all SFGs, r90 = 36.0± 3.8 kpc. For H↵, we find values of
r90 = 19.3± 1.6 kpc and r90 = 21.0± 0.5 kpc, respectively.

We show the surface brightness (SB) profile of the full
stack of SFGs in the left panel of Fig. 12, where we scaled
H↵ such that it has a similar SB as Ly↵ at 500 radius, cor-
responding to an escape fraction of 2% (see also the right
panel). The H↵ profile follows an exponential (as the y-axis
is logarithmic), decreasing with increasing radius. While the
Ly↵ profile seems to be more complex, we note that the
errors due to the di↵erent PSF shapes of broadband and
NB are important, particularly in the centre part. Towards
higher radii (> 30 kpc), the Ly↵ signal from the stack is
significantly above the errors due to di↵erences in the PSF,
and is thus real. We find no evidence that the integrated
Ly↵ flux does not continue to grow up to 40 kpc distance,
indicating that it can be extended up to larger radii if deeper
surface brightness limits are reached. This also means that
we can not yet directly infer the total fesc.

Comparing the H↵ and Ly↵ profiles results in an in-
creasing Ly↵ escape fraction with increasing aperture (see
the right panel of Fig. 12). The fesc increases from 0.3±0.05%
at 12 kpc distance to 1.6±0.5% at ⇠ 30 kpc. Note that with-
out dust correction fesc is roughly a factor 2 higher. At the
radius of 30 kpc, the Ly↵ surface brightness is ⇠ 6⇥ 10�19

erg s�1 cm�2 arcsec�2 (see also the left panel), such that
the extended emission is detected at ⇠ 2.4� (at 2� confi-
dence level, extended emission is seen up to ⇠ 40 kpc). As
seen in the right panel of Fig. 10 and illustrated in the right
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Figure 10. Fraction of the total retrieved flux (defined as the maximum flux within 500 radius) as a function of aperture for the UV, H↵
and Ly↵ and stack of direct detected H↵-Ly↵ emitters (left) and stack of all star-forming galaxies (right). It can be seen that while H↵
and the UV (from PSF convolved HST F814W imaging) quickly reaches the total flux in both cases, the Ly↵ flux continues to increase.
For the direct detected sources, the Ly↵ flux increases somewhat more rapidly because sources where selected on bright central Ly↵.
These sources also have more compact H↵ than UV emission. For the stack of all SFGs, Ly↵ continues to increase (although the errors
are significant), such that deeper observations are required to test whether we have captured the full extent of Ly↵.

is su�ciently small to exclude measurement errors of � as
the source of the observed bimodal behaviour. The bimodal
behaviour is also seen when correcting for dust using the
Garn & Best (2010) prescription.

7 EXTENDED EMISSION

As Ly↵ is a resonant emission line, scattering due to neutral
hydrogen leads to a di↵usion process similar to a random
walk, which results in a lower surface brightness. Therefore,
it is likely that in the presence of extended Hi, Ly↵ emission
will be more extended than the UV. Although our relatively
large PSF FWHM and limited depth in NB392 (⇠ 1.800 and
⇠ 24 AB magnitude, respectively) limit the study of ex-
tended Ly↵ emission at low surface brightness, we can test
how our measured escape fraction depends on the chosen
aperture size. We do this by analysing the stacked images
for the (biased) sample of 12 dual H↵-Ly↵ emitting SFGs,
and for the stack of the 265 SFGs (see §5 and Table 1). We
measure both H↵, Ly↵ and the rest-frame UV in apertures
ranging from 2� 1000 in diameter.

As seen in Fig. 10 (and illustrated by Fig. 11), Ly↵ is
significantly more extended than the UV (traced by con-
volved HST F814W imaging) and H↵ for both stacks. The
stack of all SFGs (right panel of Fig. 11) has extended Ly↵
emission up to ⇠ 20 kpc distance from the center, at 3�.
At this significance, the stack of the 12 dual H↵-Ly↵ emit-
ters (left panel of Fig. 11) is extended up to 30 kpc, and is
clearly more extended than the aperture that we used for
the sources individually.

The growth curves for H↵ and the UV are similar,
quickly growing to the maximum at ⇠ 20 kpc. Ly↵ how-
ever continues to increase. The Ly↵ flux for the stack of the
sample of 12 H↵-Ly↵ emitters peaks at⇠400 radial apertures,
as further increase in the fraction of recovered flux with in-
creasing aperture is within the errors. The fesc within this

radius, ⇠ 30 kpc, is 14.2± 1.9%. At a radius of 1.500 (similar
to the aperture used for individual sources), we measure a
stacked fesc of 7.7 ± 0.9%. At this aperture, only ⇠ 50% of
the maximum observed Ly↵ flux is retrieved. The Ly↵ flux
for the stack of all SFGs also continues to increase up to at
least 30 kpc. By fitting a linear relation between the fraction
of the total recovered flux and radius, we find that r90 (the
radius at which 90 % of the flux is retrieved) for our stack
of directly detected H↵-Ly↵ is 31.3±1.5 kpc. For the stack
of all SFGs, r90 = 36.0± 3.8 kpc. For H↵, we find values of
r90 = 19.3± 1.6 kpc and r90 = 21.0± 0.5 kpc, respectively.

We show the surface brightness (SB) profile of the full
stack of SFGs in the left panel of Fig. 12, where we scaled
H↵ such that it has a similar SB as Ly↵ at 500 radius, cor-
responding to an escape fraction of 2% (see also the right
panel). The H↵ profile follows an exponential (as the y-axis
is logarithmic), decreasing with increasing radius. While the
Ly↵ profile seems to be more complex, we note that the
errors due to the di↵erent PSF shapes of broadband and
NB are important, particularly in the centre part. Towards
higher radii (> 30 kpc), the Ly↵ signal from the stack is
significantly above the errors due to di↵erences in the PSF,
and is thus real. We find no evidence that the integrated
Ly↵ flux does not continue to grow up to 40 kpc distance,
indicating that it can be extended up to larger radii if deeper
surface brightness limits are reached. This also means that
we can not yet directly infer the total fesc.

Comparing the H↵ and Ly↵ profiles results in an in-
creasing Ly↵ escape fraction with increasing aperture (see
the right panel of Fig. 12). The fesc increases from 0.3±0.05%
at 12 kpc distance to 1.6±0.5% at ⇠ 30 kpc. Note that with-
out dust correction fesc is roughly a factor 2 higher. At the
radius of 30 kpc, the Ly↵ surface brightness is ⇠ 6⇥ 10�19

erg s�1 cm�2 arcsec�2 (see also the left panel), such that
the extended emission is detected at ⇠ 2.4� (at 2� confi-
dence level, extended emission is seen up to ⇠ 40 kpc). As
seen in the right panel of Fig. 10 and illustrated in the right
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Use Hα to predict Lyα photons then compare with observed Lyα 

• Hα emitters: 1.6±0.5% Lyα photons escape at < 25 kpc

but… line-resonance leads to scattering: 
(tau=1 at NH ~1014 cm-2) 

 
- small fraction of Lya escapes 

- escape fraction not well understood 
 
- most photons escape at low surface 
brightness 
 
- neutral IGM affects Lya - not easy to use 
at z>6

fesc, Lya=fLyα/(8.7 fHα)

LY M A N - A L P H A  I S  C U R R E N T LY  O U R  
B E S T  S P E C T R O S C O P I C  T O O L  AT  Z > 2 . 3

diameter

    

Matthee, Sobral+16a, Sobral, Matthee+17a

fesc,Lyα= fLyα/(8.1-9.0 fHα)

z=2.23 (~peak of star formation history)

see also Nelson+16 3D-HST
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Figure 12. Top: Left: Escape fraction versus SFR(H↵), shown for two di↵erent radial distances to the center (corresponding to 400 and
600 diameter apertures). The SFR was obtained by converting our dust-corrected H↵ luminosity as described in §3.4. The escape fraction
decreases with increasing SFR, being consistent with zero for SFR above 20 M�/yr. The grey region shows the SFRs typical for galaxies
in the sample from Hayes et al. 2010, who inferred fesc = 5.3 ± 3.8%. Right: Escape fraction versus stellar mass. While fesc is relatively
high for low mass galaxies, fesc does not decrease strongly with stellar mass. Contrarily, fesc increases for the most massive galaxies (note
that we have removed AGN from the sample). Bottom: Left: Escape fraction versus rest-frame B�V colours. Since the B�V colours are
related to stellar mass, a similar trend is seen. Right: Escape fraction versus �, which again shows a similar relation as between escape
fraction and mass, such that either very blue or very red galaxies emit significant Ly↵. However, � itself is not strongly related to stellar
mass, such that this panel adds additional information. In fact, fesc varies more by changing � than by changing stellar mass.

colours and stellar mass are closely related (with a Spearman
correlation rank of 0.65).

The UV slope � shows a similar behaviour, as seen in
the bottom right panel of Fig. 12. Contrarily to the B � V
colours, � is not strongly related to stellar mass, even though
it is itself related to the B � V colours at 6�. This means
that the rest-frame B�V colour is a parameter which degen-
erately traces UV slope and stellar mass, and it is therefore
hard to interpret. The bimodal trend between fesc and �
is more prominent than the trend between fesc and stellar
mass, particularly because fesc varies more with a changing
� than with a changing mass.

5.3.3 Di↵erences in Ly↵ SB profiles

To further investigate the di↵erences between dividing the
sample of HAEs by stellar mass or UV slope, we investigate
how the Ly↵ surface brightness (SB) profiles varies for stacks
of di↵erent masses and UV slopes in Fig. 13. We remind the
reader that care must be taken in examining the SB profiles
of stacks of relatively small subsets, since the signal might
be only marginally above the signal due to di↵erences in the
PSF shapes of broadband and NB (see §2.3). We show this
residual PSF shape signal as grey points. We find that the
Ly↵ SB is higher for galaxies of lower mass and blue colours
(blue symbols in both panels). This is consistent with results
for typical Ly↵ selected galaxies, which are blue and have
low stellar masses (e.g. Nilsson et al. 2009; Ono et al. 2010),
and similar to simulated LAEs (e.g. Garel et al. 2012, 2015).

The green points show stacks of intermediate stellar
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Figure 8. Ly↵ escape fraction versus SFR and stellar mass for galaxies without AGN for individual sources (left panels) and stacks
(right panels). The green circles show our directly detected H↵-Ly↵ emitters, grey triangles highlight upper limits (green triangles have
a UV detection in NB392) and our X-ray identified AGN with Ly↵ are shown in red diamonds. We also add the H↵ selected sample from
Oteo et al. (2015) in orange stars and the Ly↵ selected sample from Song et al. (2014) as blue pentagons. Our survey clearly extends the
probed parameter space in galaxy properties. Stacked values are shown for two di↵erent radial distances to the center (corresponding
to 300 diameter apertures - diamonds, and 600 diameter apertures - pentagons). The typical measurement uncertainty in stellar mass is
indicated in the bottom left panel. Top row: The left panel shows the SFR obtained from H↵ versus fesc of individual sources. Although
a correlation is expected by definition, it can be seen that on average, galaxies with a higher SFR have a lower escape fraction. The grey
region in the right panel shows the SFRs typical for galaxies in the sample from Hayes et al. 2010, who inferred fesc = 5.3±3.8%. Bottom
row: Escape fraction versus stellar mass. While fesc can be relatively high for low mass galaxies, the stacked results indicate that fesc
might decrease weakly with increasing stellar mass. The large di↵erence in fesc between some massive individual sources and the stacked
values indicate that there is likely significant scatter in the values of fesc at this mass range.

from Hayes et al. (2011) to lower escape fractions and higher
dust extinctions. We fit the following linear relation:

fesc = C ⇥ 10�0.4E(B�V )kLy↵ (6)

This fit is performed by simulating a large grid of normalisa-
tions and slopes and computing the �2 for each combination
of normalisation and slope in log(fesc) � E(B � V ) space.
Upper limits are taken into account by assigning them an
fesc of 0.01 % and using their upper limit as error. Since a fit
to individual galaxies is mostly determined by the directly
detected dual H↵-Ly↵ emitters, which are biased towards
high fesc, we also fit to the stacked values.

By minimising the �2 for individual galaxies, we find
C = 0.17+0.15

�0.09 and kLy↵ = 5.60+3.45
�2.90, such that a galaxy

with E(B � V ) = 0 has an escape fraction of 17%. This is
lower in normalisation (although the errors are significant),
and significantly shallower in slope than the fit from Hayes
et al. (2011), who finds C is 0.445 and kLy↵ = 13.8. The
normalisation and slope are more similar to the z = 0.3
result from Atek et al. (2014) (C = 0.22, kLy↵ = 6.67). A
possible explanation could be that Hayes et al. (2011) misses
dusty galaxies, such that they infer a steeper slope, which
would be consistent with the discussion in Oteo et al. (2015).
We discuss this further in §8.2.

For stacks, we find C = 0.03+0.01
�0.01 and kLy↵ = 10.71+0.89

�1.01

for 12 kpc apertures and C = 0.08+0.02
�0.01 and kLy↵ = 7.64+1.38

�1.36

for 24 kpc apertures. Our fit to stacked data is less biased
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Figure 9. Correlations between fesc and dust extinction, rest-frame B � V colour and �, with symbols as defined in Fig. 8. We indicate
the maximum typical uncertainties on extinction and � in the left panels. Top row: The left panel shows that fesc is anti-correlated with
the dust extinction, although there is significant scatter. This means that at fixed aperture, Ly↵ preferentially escapes galaxies with low
dust content. For comparison, we show the relation at z ⇠ 2 � 3 from Hayes et al. (2011) and z ⇠ 0.3 from Atek et al. (2014). Our best
fitted relation (to detections and upper limits, see text) resembles more that of local galaxies. The grey band shows the 1� error of the
normalisation of the fit. Right: Stacked values of escape fraction versus dust extinction. A similar trend is seen as for individual sources.
However, because stacks are not biased towards high fesc values, the normalisation is lower. Bottom row: Escape fraction versus � for
individual sources (left), which confirms that there is a bimodal relation between fesc and galaxy UV colour, such that either very blue
or very red galaxies emit significant Ly↵. As seen in stacks in the right panel, this bimodal trend is most clear at the largest apertures.

towards high values of fesc and therefore at a lower normal-
isation. The slope is slightly higher, although still not as
high as the slope inferred by Hayes et al. (2011). Similar as
seen for the stacks in bins of stellar mass, the individually
detected galaxies at highest dust attenuations have much
higher fesc than the median stack. This means that there
is a lot of scatter in the values of fesc at the highest dust
attenuations.

We furthermore note that part of the correlation be-
tween fesc and E(B� V ) is expected because there is a dust
correction in the H↵ flux, and thus in fesc. The fact that
the correlation is rather weak (the slope is inconsistent with
being zero at only 1.9� and as there is significant scatter),
indicates that dust is not the only regulator of Ly↵ escape, a
result already found by Atek et al. (2008) at low redshift. We
also note that the trend between fesc and E(B�V ) becomes

somewhat bimodal when using the Garn & Best (2010) dust
correction, meaning that there are galaxies with high dust
attenuation and high fesc, which is virtually impossible with
a Calzetti et al. (2000) dust correction. Galaxies with low
E(B � V ) can in this case also have a lower fesc, leading to
a flattening of the relation.

The bottom row of panels in Fig. 9 shows how fesc is re-
lated with the UV slope �. As the UV slope is also a tracer
of dust attenuation, we also find a tentative anti-correlation
with escape fraction for galaxies with � < 0, but for stacks
and individual sources, particularly when the HAEs from
Oteo et al. (2015) are included. Surprisingly, the trend be-
tween fesc and � seems to reverse for redder galaxies, leading
to a bimodal relation which is particularly seen in measure-
ments of fesc with 300 apertures. The (maximum) typical er-
ror of � is indicated in the bottom left panel of Fig. 9 and
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• Preferential escape from ultra-blue but 
also very red. Escape higher for low SFRs

Escape of Lyα photons: what does it depend on at high z?

• Preferential escape of Lyα: low to dust 
free star-forming galaxies

• But: some heavily dust obscured 
sources with high escape fractions (e.g. 
sub-mm galaxies)
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Simplest predictor of Lyα escape fraction: EW0 (+aperture)
• Lyα EW very good predictor of escape fraction. Not evolving from z~0
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EWLyα (Å) (rest-frame)

0

25

50

75

Ly
α

es
ca

pe
fr

ac
ti

on
(f e

sc
,%

) Ion2
LyC leakers
Green Peas
LARS
LBAs

Ion2

42.4 42.6 42.8 43.0 43.2 43.4
log(LLyα (erg s−1), observed)

0

25

50

75

Ly
α

es
ca

pe
fr

ac
ti

on
(f e

sc
,%

) All Lyα selected emitters (this study)
Lyα selected emitters (this study)
Global Lyα escape fraction (this study)

CALYMHA 
Lyα 

emitters

M
ea

su
re

d 
fr

om
 L

yα
/

H
α

, n
ot

 L
yα

/U
V

~No evolution 
from z~0 to z~2.2

Sobral, JM et al. 2017, MNRAS

• (High EW) Lyα emitters have higher LyC escape fractions (Verhamme+17)



Simplest predictor of Lyα escape fraction (Hα-calib): EW0
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Figure 8. Left: Ly↵ escape fraction, either estimated directly using H↵, or using the UV and how that may depend on Ly↵ FWHM and
velocity o↵set between Ly↵ and the systemic redshift. We find that there is a general anti-correlation: sources with the highest FWHM
and highest velocity o↵sets have the lowest Ly↵ escape fractions. However, we note that due to the nature of our sample, our sources
are typically at the highest Ly↵ escape fractions and the lowest FWHM and systemic o↵sets. Right: The relation between Ly↵ FWHM
and Ly↵ velocity o↵sets from systemic. We find a general good positive correlation, but with little to no trend at the lowest FWHM and
velocity o↵sets. This may be due to the escape of Ly↵ happening very close to systemic, potentially due to holes and/or very compactness
nature of the sources.

sample and more detailed observations could further test, at
low and high redshift.

5.1 The Ly↵ fesc-EW0 relation: a simple, robust
way to estimate fesc across redshifts

As shown in e.g. Verhamme et al. (2017) and Sobral et al.
(2017), there seems to be a relation between Ly↵ fesc and
Ly↵ EW0 which may be present at di↵erent redshifts. In
principle, such relation should naturally arise given that
Ly↵ EW0 should trace the ration between Ly↵ and the UV,
which should be a proxy of the Ly↵ escape fraction. How-
ever, the normalisation of such relation should depend on
complex assumptions such as dust, di↵erential dust geom-
etry, scattering of Ly↵ photons, etc. In Figure 9 we show
our spectroscopy results for the 3 CALYMHA star-forming
galaxies for which we can determine the escape fraction ro-
bustly from H↵ and the Balmer decrement. We find that
the higher the Ly↵ EW, the higher the escape fraction of
Ly↵ photons. For comparison, in Figure 9 we also show the
results from a much larger sample of over 100 Ly↵ emit-
ters at z = 2.2 (CALYMHA Sobral et al. 2017), estimated
photometrically from H↵. The results agree very well.

We also show how the observed relation does not follow
a simple relation between UV and Ly↵. In order to predict
Ly↵ escape fraction based on the rest-frame EW we fol-
low Dijkstra & Westra (2010). In practice, the IMF choice
cancels out, but one has to assume � – here we use two
cases: � = �2.0 and � = �1.0. Following Dijkstra & Westra
(2010), we can derive that fesc = C ⇥

EW0
E

, with E = 76 Å

and C =
⌫Ly↵

⌫UV

�2��

. We use C = 0.89 and C = 0.75.
When we predict the escape fraction based on the ratio

of Ly↵ to UV, using EW (see Dijkstra & Westra 2010),
it significantly overestimates the escape fraction. It means
that simply using the UV luminosities to obtain Ly↵ escape
fractions greatly overestimates Ly↵ escape fractions, at es-
sentially all EWs expect the lowest ones.

In order to compare our results to sources at di↵erent
redshifts, in Figure 9 we also show a high redshift LyC leaker,
‘Ion2’ (Vanzella et al. 2016; de Barros et al. 2016), which, at
z = 3.2, shows properties very similar to our C-67 and C-
147; all these sources have high Ly↵ EWs, high Ly↵ escape
fractions (although note that for ‘Ion2’ H↵ is not available,
thus Ly↵ escape is less reliable), are compact and show very
high [Oiii]/[Oii] line ratios in excess of 5 to 10. For a lower
redshift comparison, we use the compilation presented in
Verhamme et al. (2017): The Lyman Alpha Reference Sam-
ple at z = 0.02 � 0.2 (LARS, e.g. Hayes et al. 2013, 2014);
the sample of LyC leakers investigated in Verhamme et al.
(2017) at z ⇠ 0.3 (Izotov et al. 2016b,a) and a more general
‘green pea’ sample (e.g. Cardamone et al. 2009; Henry et al.
2015; Yang et al. 2016, 2017). We find that Ly↵ emitters
seem to follow a single relation regardless of redshift or ini-
tial selection. Motivated by this, we are able to fit a very
simple relation between fesc and Ly↵ EW0 given by:

fesc = 0.006 EW0 � (0.05 ± 0.15) [ 5 < EW0 < 175 ] (9)

This relation describes both our results, but also results
at much lower redshift. This suggests that it is possible to
estimate the Ly↵ escape fraction for Ly↵ emitters within
±15% even if only the Ly↵ rest-frame EW is known or at
least constrained. We note that one could fit more compli-
cated functions to the relation found, but we chose the sim-
plest one (a linear relation) for its simplicity. and because it
can fit the data very well.

We also show in Figure 9 how well our empirical relation
does by looking at the di↵erence between the real Ly↵ escape
fraction and that one would get if only EW was available.
One can clearly see that the data points scatter closely to
zero at all redshifts. We show the large o↵sets one would
find if using just UV luminosities.

Given our results, we argue that our simple best fit is

MNRAS 000, 1–19 (2017)
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• Global Lyα fesc: 5.1±0.2% for <25 kpc
• Global Lyα fesc: 8.4±0.4% for <40 kpc

• Hα emitters: fesc 1.6±0.5% (<25 kpc)
• Lyα emitters: fesc 37±7% (<25 kpc)
• Most Lyα emitters consistent with up to 

Lyα fesc ~100% to even larger radii

Matthee, Sobral et al. 2016; Matthee, Sobral et al. 2017a; Sobral, Matthee et al. 2017a; Sobral+2013
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ABSTRACT
We present the CAlibrating LYMan-↵ with H↵ (CALYMHA) pilot survey and new
results on Lyman-↵ (Ly↵) selected galaxies at z ⇠ 2. We use a custom-built Ly↵
narrow-band filter at the Isaac Newton Telescope, designed to provide a matched
volume coverage to the z = 2.23 H↵ HiZELS survey. Here we present the first results
for the COSMOS and UDS fields. Our survey currently reaches a 3� line flux limit
of ⇠ 4 ⇥ 10�17 erg s�1 cm�2, and a Ly↵ luminosity limit of ⇠ 1042.3 erg s�1. We find
188 Ly↵ emitters over 7.3 ⇥ 105 Mpc3, but also find significant numbers of other line
emitting sources corresponding to Heii, Ciii] and Civ emission lines. These sources
are important contaminants, and we carefully remove them, unlike most previous
studies. We find that the Ly↵ luminosity function at z = 2.23 is very well described

by a Schechter function up to LLy↵ ⇡ 1043 erg s�1 with L⇤ = 1042.59
+0.16
�0.08 erg s�1,

�⇤ = 10�3.09+0.14
�0.34 Mpc�3 and ↵ = �1.75 ± 0.25. Above LLy↵ ⇡ 1043 erg s�1 the Ly↵

luminosity function becomes power-law like, driven by X-ray AGN. We find that Ly↵-
selected emitters have a high escape fraction of 37 ± 7%, anti-correlated with Ly↵
luminosity and correlated with Ly↵ equivalent width. Ly↵ emitters have ubiquitous
large (⇡ 40 kpc) Ly↵ haloes, ⇠ 2⇥ larger than their H↵ extents. By directly comparing
our Ly↵ and H↵ luminosity functions we find that the global/overall escape fraction of
Ly↵ photons (within a 13 kpc radius) from the full population of star-forming galaxies
is 5.1 ± 0.2% at the peak of the star formation history. An extra 3.3 ± 0.3% of Ly↵
photons likely still escape, but at larger radii.

Key words: Galaxies: high-redshift; luminosity function, mass function; evolution;
quasars: emission lines; cosmology: observations.

1 INTRODUCTION

Understanding galaxy formation and evolution requires sig-
nificant e↵orts on both theoretical and observational sides.
Observations show that the star formation activity in the
Universe was over 10 times higher in the past, reaching a
peak at z ⇠ 2 � 3 (e.g. Lilly et al. 1996; Karim et al. 2011;

? Based on observations obtained on the Isaac Newton Tele-
scope (INT), programs: I13AN002, I14AN002, 088-INT7/14A,
I14BN006, 118-INT13/14B & I15AN008.
† E-mail: d.sobral@lancaster.ac.uk
‡ ESO Fellow

Sobral et al. 2013). Most of this increase is explained by
typical star formation rates (SFRs) of galaxies at z ⇠ 2 be-
ing a factor ⇠ 10⇥ higher than at z = 0 (e.g. Smit et al.
2012; Sobral et al. 2014; Stroe & Sobral 2015), likely driven,
to first order, by relatively high gas fractions (e.g. Tacconi
et al. 2010; Saintonge et al. 2011; Stott et al. 2016). Be-
yond z ⇠ 2 � 3, UV and rest-frame optical emission line
studies suggest a decline of the star-formation history of the
Universe with increasing redshift (e.g. Bouwens et al. 2015;
Khostovan et al. 2015).

While the UV is the main way of photometrically select-
ing z > 3 star-forming galaxies, by taking advantage of the

c
� 2016 The Authors
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Figure 7. The Ly↵ luminosity function for our combined UDS and COSMOS coverage and down to a Ly↵ EW0 > 5 Å. We find that the
LF is well fitted by a Schechter function up to ⇠ 1043 erg s�1, but seems to become a power-law for higher luminosities. We also show
the Ly↵ luminosity function presented by Hayes et al. 2010 at z = 2.2 and the recent determination at z = 2.2 by Konno et al. 2016.
We find good agreement with the wide and deep survey of Konno et al. 2016, including the departure from the Schechter function. The
agreement becomes excellent when we apply the same selection as in Konno et al. 2016, i.e., use all NB392 emitters and assume all are
Ly↵ (see Figure 6). While it may seem that we are in disagreement with Hayes et al. 2010, we note that their data-points, due to probing
a very deep, but very small volume, only probe the faintest of our two bins, and this there is no significant disagreement, particularly
given the expected cosmic variance, as Hayes et al. 2010 only investigated a single small field. We also show the extinction-corrected H↵
luminosity function from Sobral et al. 2013, transformed into Ly↵ with a 5% escape fraction.

emitters become a progressively lower fraction of the full
sample of emitters; see e.g. Matthee et al. 2014 or Matthee
et al. 2015), a relatively high EW cut was used. This assured
that lower redshift emitters would be excluded. The typical
value for this cut has been EW0 ⇠ 25 Å.

As our sample is able to probe down to Ly↵ rest-frame
EWs of 5 Å, we have the opportunity to investigate how
complete sample with higher rest-frame EW cuts may be
and what is the e↵ect on e.g. the Ly↵ luminosity function.
Figure 8 shows the distribution of Ly↵ rest-frame EWs at
z = 2.23. We find that the median EW0 at z = 2.23 is
⇡ 100 Å, with a tail at both higher rest-frame EWs (highest:
390 Å) and lower (lowest: 5.1 Å). If we were to apply a cut at
EW0 > 25 Å, we would still recover 89% of our full sample of
Ly↵ emitters. By imposing a cut of EW0 > 50 Å, we would
only recover 69% of all Ly↵ emitters.

However, the most interesting question is whether the
Ly↵ emitters missed occupy a specific parameter space. We
find that apart from missing Ly↵ emitters at all luminosi-
ties, we preferentially cut-o↵ the bright Ly↵ emitters which
are responsible for the apparent power-law behaviour, by
imposing progressively higher rest-frame EW cuts. In prac-
tice, while EW0 cuts from 5 to 25 to 50 Å result in missing

11 and 31% of Ly↵ emitters as a whole, for L > 1043 erg s�1

Ly↵ emitters we actually lose 70% and 90%, respectively.
This means that Ly↵ surveys with high rest-frame EWs will
likely not see the brightest Ly↵ emitters, and will miss the
power-law component of the Luminosity function.

In Figure 8 we also compare the rest-frame EW distri-
bution of our Ly↵ emitters with H↵ emitters at the same
redshift (Sobral et al. 2014b) and the EW distribution of
Ly↵ emitters at higher redshift (z = 5.7 Santos et al. 2016).
We find that H↵ emitters at z = 2.23 show much higher
EWs than Ly↵ selected sources at the same redshift. Inter-
estingly, if one reduces the H↵ EWs by ⇡ 60%, the distribu-
tion becomes relatively similar to the one observed in Ly↵.
This is not at all the case for the distribution of EWs for
higher redshift Ly↵ emitters, selected over a similar range
in luminosities from Santos et al. (2016). Ly↵ emitters at
z ⇠ 6 present a much broader EW distribution, with a tail
at very high EWs.

In the following Section we derive luminosity functions
with the three di↵erent EW cuts, by applying appropriate
completeness corrections, and provide a more quantitative
conclusion regarding the e↵ect of the EW cut.

MNRAS 000, 1–17 (2016)
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Figure 8. The H↵ luminosity function evolution revealed by deep and wide narrow-band surveys at z = 0.4, z = 0.84, z = 1.47 and z = 2.23 presented
in this work. The data are combined and compared to other studies (Gallego et al. 1995; Ly et al. 2007; Geach et al. 2008; Hayes et al. 2010), and clearly
confirm the strong evolution of the luminosity function in the last ⇠ 11Gyrs, mostly through a continuous increase in L⇤

H↵ from z = 0 to z = 2.23. Note
that the z = 0.4 H↵ luminosity function is constrained down to even lower luminosities which are not shown in the figure. Also, note that all H↵ luminosities
have been corrected by extinction with AH↵ = 1mag, and that SFRs shown are based on that extinction correction. SFRs derived directly from observed H↵

luminosities are a factor of 2.5 lower and H↵ luminosities uncorrected for extinction are 0.4 dex lower.

Schechter functions are fitted to each luminosity function. The best
fits for the H↵ luminosity functions at z = 0.4 � 2.23 are pre-
sented in Table 5, together with the uncertainties on the parame-
ters (1�). Uncertainties are obtained from either the 1� deviation
from the best-fit, or the 1� variance of fits, obtained with a suite of
multiple luminosity functions with different binning – whichever is
higher (although they are typically comparable). The best-fit func-
tions and their errors are also shown in Figure 8, together with the
z ⇡ 0 luminosity function determined by Ly et al. (2007) – which
has extended the work by Gallego et al. (1995) at z ⇡ 0, for a
local-Universe comparison. Deeper data from the literature are also
presented for comparison; Ly et al. (2011) for z = 0.8, and Hayes
et al. (2010) for z = 2.23, after applying the small corrections to
ensure the extinction corrections are consistent8.

The results not only reveal a very clear evolution of the H↵
luminosity function from z = 0 to z = 2.23, but they also allow
for a detailed investigation of exactly how the evolution occurs, in

8 The correction is applied to obtain data points corrected for extinction by
1 mag at H↵.

steps of ⇠ 2 � 3Gyrs. The strongest evolutionary feature is the
increase in L⇤

H↵ as a function of redshift from z = 0 to z = 2.23
(see Figure 9), with the typical H↵ luminosity at z ⇠ 2 (L⇤

H↵)
being 10 times higher than locally. This is clearly demonstrated
in Figure 9, which shows the evolution of the Schechter function
parameters describing the H↵ luminosity function. The L⇤

H↵ evo-
lution from z ⇠ 0 to z ⇠ 2.2, can be simply approximated as
log L⇤ = 0.45z + log L⇤

z=0, with log L⇤
z=0 = 41.87 (see Figure

9). At the very bright end (L > 4L⇤), and particularly at z > 1,
there seems to be a deviation from a Schechter function. Follow-up
spectroscopy of such luminous H↵ sources has recently been ob-
tained for a subset of the z = 1.47 sample, and unveil a significant
fraction of narrow and broad-line AGN (with strong [NII] lines as
well) which become dominant at the highest luminosities (Sobral et
al. in prep). It is therefore likely that the deviation from a Schechter
function is being mostly driven by the increase in the AGN activ-
ity fraction at such luminosities, particularly due to the detection of
rare broad-line AGN and from very strong [NII] emission.

The normalisation of the H↵ luminosity function, �⇤, is also
found to evolve, but much more mildly. There is an increase of �⇤

c� 2012 RAS, MNRAS 000, 1–19
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Figure 8. Inferred evolution of ⇠ion (corrected for dust with Mstar) with redshift based on our observed trend between ⇠ion and H↵ EW,
for di↵erent stellar masses (compare the solid with the dashed line) and EW(z) evolutions (compare the solid with the dotted line). The
grey shaded region indicates the errors on the redshift evolution of ⇠ion. The normalisation of ⇠ion is higher for lower mass galaxies or
LAEs. The green region shows the typically assumed values. The estimated evolution of ⇠ion with redshift is consistent with the typically
assumed values of ⇠ion in the reionization era and with recent measurements at z = 4� 5.

(typical for UV selected galaxies, e.g. Steidel et al. 2011),
we find that ⇠ion increases by (maximally) 0.1 dex, such
that this does likely not explain the di↵erence in ⇠ion at
z = 2.2 and z ⇡ 4 � 5 of ⇡ 0.5 dex. Furthermore, our
H↵ selection is likely biased towards high values of ⇠ion for
M1500 > �20, which mitigates the di↵erence on the median
⇠ion. If we select only low mass galaxies such that the median
stellar mass resembles that of Bouwens et al. (2016), the
di↵erence is only ⇡ 0.2 ± 0.1 dex, which still would suggest
evolution.

We estimate the redshift evolution of ⇠ion by combin-
ing the relation between ⇠ion and H↵ EW with the redshift
evolution of the H↵ EW. Several studies have recently noted
that the H↵ EW (and related sSFR) increases with increas-
ing redshift (e.g. Fumagalli et al. 2012; Sobral et al. 2014;
Smit et al. 2014; Mármol-Queraltó et al. 2016; Faisst et al.
2016; Khostovan et al. 2016). Furthermore, the EW is mildly
dependent on stellar mass as EW ⇠ M�0.25

star (Sobral et al.
2014; Mármol-Queraltó et al. 2016). In order to estimate the
⇠ion using the H↵ EW evolution, we:

i) Select a subset of our HAEs with stellar mass between
109�9.4 M�, with a median of Mstar ⇡ 109.2 M�, which is

similar to the mass of the sample from Bouwens et al. (2016),
see Smit et al. (2015),

ii) Fit a linear trend between log10(EW) and log10(⇠ion)
(with the Garn & Best (2010) prescription to correct for
dust attenuation). We note that the trend between EW and
⇠ion will be steepened if dust is corrected with a prescrip-
tion based on stellar mass (since H↵ EW anti-correlates
with stellar mass, see also Table 4). However, this is vali-
dated by several independent observations from either Her-
schel or Balmer decrements which confirm that dust attenu-
ation increases with stellar mass at a wide range of redshifts
(Domı́nguez et al. 2013; Buat et al. 2015; Koyama et al.
2015; Pannella et al. 2015; Sobral et al. 2016b).

Using a simple least squares algorithm, we find:

log10(⇠ion) = 23.19+0.09
�0.09 + 0.77+0.04

�0.04 ⇥ log10(EW) (8)

iii) Combine the trend between H↵ EW and redshift
with the trend between ⇠ion and H↵ EW. We use the redshift
evolution of the H↵ EW from Faisst et al. (2016), which
has been inferred from fitting SEDs, and measured up to
z ⇡ 6. In this parametrisation, the slope changes from EW⇡

(1 + z)1.87 at z < 2.2 to EW⇡ (1 + z)1.3 at z > 2.2. Below
z < 2.2, this trend is fully consistent with the EW evolution

MNRAS 000, 1–18 (2016)

Matthee, Sobral et al. 2017a

Lyα emitters

Lyα emitters

• ξion correlates 
with Hα EW. 
Evolution of EW 
with redshift 
implies strong 
evolution of ξion

• Lyα may easily 
get to ξion of 
1025.7 Hz erg−1 

at the epoch of 
re-ionisation

See also Nakajima+16

• ξion (LyC photons/UV) for typical SFGs (Hα selected): ξion = 1024.77±0.04 Hz erg−1

• ξion for Lyα emitters ~0.3-0.4 dex higher even at z~2: 1025.14±0.09 Hz erg−1



Our XGAL approach: 5-10 deg2  Lyα slices of the Universe
• 15 narrow and medium-bands select redshifted Lyα emission from z~2 to z~8

Previous 
studies

At z=2.23 complemented with all 
major rest-frame optical lines

z=2.2 z=7.7z=6.6z=5.7

• Fields: COSMOS, UDS, SA22, 
Bootes, GOODS-N  

• Down to 0.3L* in Lyα 
• Galaxies as faint as J~25-26

Y-NBS (on-going 50 hrs VLT/
HAWKI - PI: Sobral)

z=3.1



The Lyα sample: 4k Lyα emitters 2<z<6 in COSMOS
• SC4K: Slicing the COSMOS in 4K sample (Santos, DS+ in prep)

SLICING THE UNIVERSE WITH LYMAN-ALPHA PHOTONS

lookback time

15 narrow/medium bands => ~4000 Lyα emitters: 2<z<7 in the COSMOS field

All having e.g. HST ACS + 
Herschel + ~30 bands

Lyα emitters: low cost Mega-MUSE

+Y-NBS (on-going 50 hrs 
VLT/HAWKI - PI: Sobral)

+1000s of other line emitters



Evolution of the Lyα luminosity function: census

Slicing through COSMOS 7

Figure 4. The best LF fits to the Ly↵ luminosity function from the 12 medium band, plotted with comparable studies from the literature.
The values for the best fits can be found on Table 2. Up to z = 3.3, we find evidence for a power law relation for the brightest bins
(log10LLy↵ > 43.1), likely driven by an AGN population which emit copious amounts of Ly↵ (see section 5.3 for the discussion). This
power law component is lost starting at z = 3.7. The Schechter function seems well in agreement with comparable studies. For the
brightest bins, our values seem lower than their counterparts from narrow band surveys which can likely be explained by the bright low
EW sources which are missed by the high EW cuts from medium band surveys.

7 COMPARISON WITH OTHER STUDIES

z=2.5 agrees well within error bars with Sobral2017 (no com-
parable bins for L>43.6).

z=2.5 seems lower than 2.4 from Matthee2017 (which
is fully supported by spectroscopic observations citeZZZZ),
even though agrees with Schechter failing to reproduce the

brightest bins. The observed lower number densities for
the medium bands can likely be explained by the brigh-
est sources having lower EWs (Sobral2016?) and thus being
missed by medium band searches.

Schechter fit for z ⇠ 3 perfectly matches Ouchi et al.
(2008). The brighest bin from that study also seems to point

MNRAS 000, 1–10 (2016)

• Spectroscopically confirmed power-law at z~2-3 (Sobral+17a; Matthee+17b), 
then declines towards z>4 (evolution of X-ray AGN population)

• SC4K: Santos, DS+ in prepMatthee, Sobral+17b; Sobral, 
Matthee+17a
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Figure 7. The Ly↵ luminosity function from medium and narrow band selected LAEs spawning a wide redshift range z ⇠ 3.
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Steep faint-end slope α~ -2 (Dressler et al. 2015; Santos, DS & JM 2016). 
Evolution from z~2 to z~3 then evolution to z~6.
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Figure 6. Left: The evolution of the Ly↵ luminosity function with redshift from the peak of star-formation history at z ⇠ 2.5 to z ⇠ 6.
We find a mild but significant luminosity evolution with increasing redshift, at the same time that the typical number density declines
slightly. This leads to a clear trend of an increase in the Schechter-like component with redshift. At the same time, we find evidence for
a potential decline in the observed power-law component at the highest Ly↵ luminosities, which may be linked with the decline in �⇤,
making the number density of such bright sources so low that not even our large volumes are capable of retrieving them. Right: The �?

and L? contours for the best Schechter fit for each redshift bin. There is a clear L? positive evolution from log10LLy↵ = 42.7 to 43.3
from z ⇠ 2.5 to z ⇠ 6, while we also see a smooth, slow decline in the typical number density at L?. The lines are the 1�, 2� and 3�
contours for L? and �? for each redshift bin.

tent with an exponential/faster decline. In order to better
quantify these, we compute the best Ly↵ LF fits for each in-
dividual redshift slice following the methodology described
in Section 4.

We measure substantially high �2
red values for the best

Schechter fits up to z = 3.3 (�2
red = 4.6 � 10.8; see Table

B4). Remarkably, for higher redshifts, we are able to deter-
mine much better Schechter fits, with �2

red < 0.7. The poor
fits for the first five redshift windows (z = 2.5 � 3.3) are
a result of the high number densities of the most luminous
bins (log10LLy↵ > 43.3) which create a “bump” in the bright
end of the LF. As such, we are not able to simultaneously fit
both the faint and bright ends of the Ly↵ LF with a single
Schechter, up to z = 3.3.

For the redshift windows where a Schechter function
fails to reproduce our data, we explore a more complex fit,
composed by two components: a Schechter for the faintest
bins (up to log10LLy↵ = 43.3) and a power law component
for brighter bins. This combined fit is similar to the ones ap-
plied in the narrow band studies (e.g. Konno et al. 2016; So-
bral et al. 2017; Matthee et al. 2017a). By fitting a combined
function we obtain significantly better fits at z ⇠ 2.5 � 3.3
(⇠ 5 times lower �2

red, see Table B4). For z > 3.3, a single
Schechter is already a good fit and the bright end ”bump”
in the LF that produces the power-law component is no
longer visible. The disappearance of the power-law can be
clearly seen in Figure 5 in the transition between z = 3.3
and z = 3.7.

It is worth noting that the detection in the entire 2
deg2 COSMOS field of a single source at log10LLy↵ & 44.0
implies a deviation by a factor of several orders of magnitude

even from the most conservative Schechter fits. From our
sample of LAEs, three sources with log10LLy↵ & 43.9 are
spectroscopically confirmed, including a source with zspec =
2.841 and log10LLy↵ = 44.55. The spectroscopic evidence of
bright LAEs, likely quasars, places a robust level of certainty
on the deviation from a Schechter fit.

Additionally, we also try to fit a single power law to our
luminosity bins. In some cases (namely z ⇠ 2.5�3.7 and z =
5.0), a single power law is a better fit than applying a single
Schechter fit, due to the number density distribution of very
luminous Ly↵ emitters. However, using a single power law
to the full luminosity function is not appropriate as the faint
end is only poorly constrained, although a combination of
two power-laws could potentially provide a good fit.

Using the redshift bins defined in Section 4.2 we show
the overall redshift evolution of the Ly↵ LF in Figure B1
and Figure 6 (left panel). The increased statistical sample
from the redshift bins provides stronger constrains in the
Ly↵ LF. The overall evolution of the LF is parametrized by
the evolution of �? and L? within the redshift bins (Figure
6, right panel). We measure a L? evolution of 1042.7 �1043.3

erg s�1 in the redshift range z ⇠ 2.5� 6, together with a �?

evolution of 10�3.2�10�3.7 Mpc�3 within the same redshift
range. The bulk of the evolution comes from z = 2.5 to z = 3
and z ⇠ 4 to z ⇠ 6.

The increase up to z ⇠ 3.5 of the number density of
LAEs across the entire luminosity range is consistent with
measurements from narrow band surveys, where a similar
rise of the Schechter function is seen by comparing e.g. So-
bral et al. (2017) at z ⇠ 2.2 with Ouchi et al. (2008) at

MNRAS 000, 1–16 (2017)
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More Lyman-α per UV luminosity density at higher redshift
• Comparing Lyα with UV luminosity densities (e.g. Hayes+2011). Roughly same 

Lyα luminosity density while there is less UV luminosity density.
• Rise: higher escape fractions? Younger, less dust, higher ionisation parameters?

See also: Hayes et al. 2011; Stark+2017;  Zheng+2017; Santos+2016; Matthee+2015, 
2017a
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Figure 7. Fraction of LAEs classified as X-ray AGN, in bins of
luminosity and divided by redshift. A small o↵set was applied to
the luminosity bins for clarity. The error-bars on the luminosity
represent the size of the bin and the errors of the fraction are
Poissonion propagated. There is a clear increase with luminosity
of the fraction of X-ray AGN at z = 2.5 and z ⇠ 3, passing
80% for the most luminous bin. Matthee et al. (2017a) measures
the same trend. For z ⇠ 3.5, the AGN fractions remains low
for the entire luminosity range. This evolution in AGN fraction
is not attributed to di↵erences in the detection limits. We also
plot the measurements from Wold et al. (2014) at z = 1. At this
redshift, the increase of the AGN fraction happens at a much
lower luminosity, before 1043.0erg s�1.

Spectroscopic follow-up of our sample will further reveal the
total fraction of AGNs through the broadness of the Ly↵
line and through the detection of other high ionisation metal
lines.

For now we analyse how these X-ray AGNs are dis-
tributed in terms of luminosity, per redshift. In Figure 7,
we plot the fraction of AGN per luminosity bin for z = 2.5,
z ⇠ 3 and z > 3.5. We observe a clear increase in the frac-
tion of sources with X-ray emission with Ly↵ luminosity.
This trend is much more significant for z ⇠ 2 � 3 where
the percentage of sources with X-ray emission is 0% for the
lowest luminosity bins and can reach up to 80% of the most
luminous emitters. This indicates that the most luminous
LAEs are powerful AGN that emit copious amounts of Ly↵
photons, boosting the bright end of the Ly↵ LF.

5.5 The redshift evolution of the Ly↵ luminosity
density

Using our Ly↵ luminosity functions, we can measure the
evolution of the integrated Ly↵ luminosity density from
z ⇡ 2.5� 6. We compute the Ly↵ luminosity density (⇢Ly↵)
by integrating the Ly↵ LFs, using the best fits from each
redshift bin. In these computations, we consider only the
Schechter component, but we also show the integrations with
the power-law component when available. The integrations
are shown in Table B6 (Appendix). For consistency across
all bands, we integrate our LFs from 0.01 L? (using the L?

value for the corresponding redshift) and up to the luminos-
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Figure 8. The evolution of the star formation rate density with
redshift for the Ly↵ emitters in this study (red) assuming a Ly↵
escape fraction of 100%. We see a mild rise with redshift. We also
compare our results with those from large rest-frame UV surveys
which have been corrected for dust (blue; compiled by Hayes et al.
2011) and from H↵ emitters (green). We use the SFRD measure-
ments from Sobral et al. (2013) at z = 2.23 and a compilation of
UV measurements from (Hayes et al. 2011): Reddy et al. (2008)
at z = 2.3 and z = 3.05, Bouwens et al. (2009) at z = 3.8 and
z = 5.9, Ouchi et al. (2004) at z = 4.7. Our results clearly show
that while the global star formation rate density of the Universe
is falling sharply from z ⇠ 2 to z ⇠ 6, the contribution from Ly↵
selected sources is likely rising. This is likely a consequence of
both a higher number density of Ly↵ emitters towards z ⇠ 6, but
also likely driven by higher typical Ly↵ escape fractions and/or
higher ionisation parameters.

ity limit of our most luminous redshift bin, log10LLy↵ = 44.6.
The errors are estimated from a Monte Carlo simulation: we
calculate 10,000 integrals, assuming a flat prior for �? and
L? within their 1� contours. These iterations are then used
to derive the 1� confidence interval of ⇢Ly↵. The results are
shown in Fig. 8.

We find ⇢Ly↵ to be increasing with redshift with a fac-
tor ⇡ 2.5, from 1039.83±0.10 erg s�1 Mpc3 at z = 2.5 to
1040.23±0.09 erg s�1 Mpc3 at z = 6.

5.6 Ly↵/UV luminosity density ratio: the inferred
Ly↵ escape fraction

It is rather surprising that the Ly↵ luminosity density in-
creases with a factor ⇡ 2.5 between z = 2.5 and z = 6, while
the UV luminosity density decreases by a factor ⇡ 10 over
the same redshift range (e.g. Reddy & Steidel 2009; Bouwens
et al. 2015; Finkelstein et al. 2015). The ratio ⇢UV /⇢Ly↵ is a
tracer for the relative strength of Ly↵ to the UV. Therefore,
an elevated Ly↵/UV ratio may be indicative of a higher
Ly↵ escape fraction (fesc), or a higher production rate of
Ly↵ photons at fixed UV luminosity (hence an elevated pro-
duction e�ciency of ionising photons; �ion). The Ly↵ escape
fraction is sensitive to a number of galaxy properties such
as the dust content (e.g. Atek et al. 2008; Hayes et al. 2010;
Matthee et al. 2016a; Oyarzún et al. 2017) and covering frac-
tion of neutral hydrogen (Henry et al. 2015). The produc-
tion e�ciency of ionising photons is related to the nature of
stellar populations, such as the metallicity and initial mass
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Figure 9. The evolution of the Ly↵ escape fraction, fesc with redshift, estimated from the ratio SFRDLy↵/SFRDUV . We find the ratio
to increase from 3% at z = 2.5 to 66% at z ⇠ 5�6, implying a very high escape fraction into the reionization epoch (grey shaded region).
Our results are in relatively good agreement with Hayes et al. (2011) up to z = 4, but we estimate an even higher Ly↵ luminosity density
at higher redshift, which results in a steeper fit. The rise in the Ly↵/UV ratio can also be partially explained by the rise in the ionisation
e�ciency (⇠ion), found to rise as 1 + z in Matthee et al. (2016b). Nevertheless, such rise is not enough to explain the full evolution, and
thus the Ly↵ escape fraction must still rise significantly to explain the results.

function (e.g. Schaerer 2003; Erb et al. 2014; Reddy et al.
2017). Therefore, the evolution of the ratio ⇢Ly↵/⇢UV can
be used as a probe of the nature of galaxies.

In order to derive the dependence of the ⇢Ly↵/⇢UV ratio
on the escape fraction and production e�ciency of ionising
photons, we follow e.g. Bouwens et al. (2016) and Matthee
et al. (2017b), and define ⇠ion, the production e�ciency of
ionising photons, as follows:

⇠ion =
Qion

LUV
, (3)

where LUV is the dust-corrected UV luminosity in erg s�1

Hz�1 at a wavelength of 1500 Å. Qion, the number of emitted
ionising photons per second, is related to the dust-corrected
H↵ luminosity as follows:

Qion =
LH↵

cH↵
, (4)

where the recombination coe�cient cH↵ = 1.37 ⇥ 10�12 erg
(e.g. Kennicutt 1998). Under the assumption of case B re-
combination, a temperature of 104K and an electron density
350 cm�3 and a 0 % escape fraction of ionising Lyman Con-
tinuum photons, the H↵ luminosity is related to Ly↵ as:

LH↵ =
LLy↵

8.7fesc,Ly↵
. (5)

Using this conversion to LH↵, we can estimate the SFR,
following Kennicutt (1998) for a Salpeter IMF (0�100M�):

SFR = 7.9 ⇥ 10�42LH↵ (6)

We also combine these equations to derive an expression
for the relation between the Ly↵/UV ratio and the combi-
nation fesc,Ly↵ ⇥ ⇠ion:

⇠ion ⇥ fesc,Ly↵ =
LLy↵

8.7cH↵LUV
(7)

Quantitatively, both UV and Ly↵ luminosity are related
to the SFR. The (dust-corrected) UV luminosity through di-
rect continuum emission from young stars, and Ly↵ luminos-
ity through the recombination radiation in Hii region from
Lyman-Continuum photons originating from young stars.
Following Kennicutt (1998), ⇠ion is related to the H↵ and
UV SFR as:

⇠ion = 1.3 ⇥ 1025 SFRH↵

SFRUV
Hz erg�1 (8)

In this equation, the first number is dependent on the
IMF and stellar spectral synthesis models. The ratio be-
tween the H↵ and UV SFRs is a measure of burstiness of SF
and is equal to 1 if there is a continous SF history for the
last 100 Myr. Therefore, an increasing ⇠ion could trace both
the nature of stellar populations (i.e. the hardness of the

MNRAS 000, 1–16 (2017)
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High-z galaxies (line-emitters) have high typical EWs
• Imply very high ionisation parameters, low metallicities + “extreme” stellar populations
12 Khostovan et al.

Figure 6. Presented is the EW
rest

evolution for sources that have 9.5 < log 10M
stellar

< 10 M�. We also include measurements from the
literature to constrain the low-z end and to compare to our extrapolated fits in the high-z regime. We fit single power-law and mixed
power-law functions (combination of two power-laws) to our measurements and those from the literature. Included for each fit is the
shaded 1� region. We find that the EW

rest

evolution for H�+[Oiii] flattens out to z > 5 and the [Oii] drops in this regime. In terms of
the ionization state of the gas, we find that the EW

rest

evolution of both emission-lines hints to a harder ionizing source, although other
factors such as metallicities and abundances can a↵ect the evolution as well.

Smit et al. 2014, 2015). To ensure a constrained EW
rest

(z =
0), we compute the median EW

rest

from the SDSS-III/BOSS-
DR12 spectroscopic sample Thomas et al. (2013) by select-
ing only emission-lines with EW

rest

> 3 Å to ensure that the
measured EW

rest

is not dominated by uncertainties in the
stellar continuum subtraction (Fumagalli et al. 2012) and
all galaxies that were classified as star-forming based on
the BPT diagram. The VVDS catalog of Lamareille et al.
(2009) was also included where only galaxies identified as
star-forming were selected. We also include the [Oiii] z ⇠ 0.53

EW
rest

measurements from the Keck DEIMOS spectroscopic
sample of Darvish et al. (2015b).

For the [Oii] sample, we also compute the median
EW

rest

from the HETDEX survey (Adams et al. 2011; Bridge
et al. 2015) and remove any sources with X-ray detection
found by Bridge et al. (2015) to eliminate AGN contami-
nation. We also include the [Oii] z ⇠ 0.53 EW

rest

measure-
ments from Darvish et al. (2015b). Figure 7 shows the H↵
EW

rest

evolution found in the literature (Erb et al. 2006;
Fumagalli et al. 2012; Sobral et al. 2014; Rasappu et al.
2015; Faisst et al. 2016) in comparison to the EW

rest

evolu-
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Khostovan, Sobral+2016 [HiZELS]
See also: Sobral+14; 

Smit+14; Marmol-
Queralto+15; Nakajima+16; 
Holden+16; de Barros+16; 

Stark+16; 

Low redshift analogues 
(super-rare): Izotov+2016; 
Borthakur+; Schaerer+16

Rise and decline in [OII]?
Consistent with low 
redshift analogues 
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JWST will test this

see also Suzuki+17 (arXiv:1709.06731)



Extra evidence for “emission-line selection unification”
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Figure 10. Size properties of LAEs at 2 . z . 6. We plot the evolution of the median size of the distribution (our results in large green
circles) and compare our values to those reported in the literature (in light green): square (Pirzkal et al. 2007); hexagon (Taniguchi et al.
2009); triangles (Bond et al. 2009, 2011); circles (Malhotra et al. 2012); diamond (Kobayashi et al. 2016); and inverted triangle (Guaita
et al. 2015). We show as blue squares the median size for a sample of HAEs selected at lower redshift using the same narrow band
technique (Paulino-Afonso et al. 2017). We complement this figure with results for UV-selected star-forming galaxies from the literature
(in light blue): large diamond (van der Wel et al. 2014) and left-facing triangle (Ribeiro et al. 2016). Finally, we show the derived size
evolution of LAEs (green solid line) and SFGs (blue dashed line). The inset plot shows the estimated size ratio between SFGs and LAEs.
Estimates point to SFGs being ⇠ 5 times larger at z ⇠ 0 and of the same size as LAEs at z ⇠ 5.5. We hypothesize that Ly↵ selected
galaxies are small/compact throughout cosmic time likely linked with the physical processes that drive Ly↵ escape. At higher and higher
redshifts, typical SFGs start to have the typical sizes of Ly↵ emitters, which can be seen as an alternative explanation for the rise of the
Ly↵ emitting fraction of SFGs/LBGs into z ⇠ 6.

tent, metallicity, and star formation evolution) and we tend
to observe less and less Ly↵ in emission, and observe large
galaxies which are still actively forming stars but do not con-
tribute to the global budget of the observed Ly↵ emission of
the Universe. This decoupling of the two populations with
respect to their median size occurs roughly ⇠1 Gyr after
the first galaxies are born. By arguing that the distinction
between the two populations happens at the time where a
galaxy has evolved for long enough not to be observed as a
LAE any more, we can hypothesise that the life cycle of the
Ly↵ emission of a galaxy is typically of the same scale. This
means that we may expect on average every galaxy to be
observed in Ly↵ emission for the first ⇠1 Gyr of its life.

We are aware that our scenario is grossly simplistic, but
it finds support by other studies where LAEs are found to be

of low mass and low dust content (e.g. Gawiser et al. 2007;
Pentericci et al. 2007; Lai et al. 2008, see also Erb et al. 2006;
Kornei et al. 2010; Hathi et al. 2016). However, there are a
number of other studies that report conflicting evidence (e.g.
Finkelstein et al. 2009; Nilsson et al. 2011, see also Reddy
et al. 2008). The large diversity of results indicate a more
intricate nature of LAEs, pointing to a scenario with possibly
recurrent phases of Ly↵ emission throughout a galaxy’s life
cycle.

We nonetheless reinforce our findings that LAEs are
clearly the most compact population of the two, which is
consistent with their naturally higher escape fraction of Ly↵
with respect to an average SFG. At the highest redshifts,
the conditions in the Universe were markedly distinct, with
most galaxies being very small (r . 1 kpc) which in turn

MNRAS 000, 1–17 (0000)

UV compactness and morphologies of LAEs from z ⇠ 2 � 6 11

EW0(/yα) [Å]

1

2

3

4

r e
,8

9
[k

Sc
]

2<]<6
/A( 6tack

log10(L/yα) [eUg V−1]

EW0(/yα) [Å]

1

2

3

4

5

n 8
9

log10(L/yα) [eUg V−1]

EW0(/yα) [Å]

0.35

0.40

0.45

0.50

0.55

(E
/a

) 8
9

log10(L/yα) [eUg V−1]

50 100 150 200 250 300

EW0(/yα) [Å]

2.60

2.65

2.70

2.75

2.80

2.85

2.90

C 8
9

42.5 43.0 43.5 44.0

log10(L/yα) [eUg V−1]

Figure 9. Morphology as a function of line equivalent width (left column) and line luminosity (right column) of LAEs at 2 . z . 6. From
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ABSTRACT
Lyman-↵ (Ly↵) is, intrinsically, the strongest nebular emission line in actively star-
forming galaxies (SFGs), but its resonant nature and uncertain escape fraction limits
its applicability. The structure, size, and morphology may be key to understand the
escape of Ly↵ photons and the nature of Ly↵ emitters (LAEs). We investigate the
rest-frame UV morphologies of a large sample of ⇠4000 LAEs from z ⇠ 2 to z ⇠ 6,
selected in a uniform way with 16 di↵erent narrow- and medium-bands over the full
COSMOS field (SC4K, Santos et al. in prep.). From the magnitudes that we measure
from UV stacks, we find that these galaxies are populating the faint end of the UV
luminosity function. We find also that LAEs have roughly the same morphology from
z ⇠ 2 to z ⇠ 6. The median size (r

e

⇠ 1 kpc), ellipticities (slightly elongated with
(b/a) ⇠ 0.45), Sérsic index (disk-like with n . 2), and light concentration (comparable
to that of disk or irregular galaxies, with C ⇠ 2.7) show little to no evolution. LAEs
with the highest equivalent widths (EW) are the smallest/most compact (r

e

⇠ 0.8 kpc,
compared to r

e

⇠ 1.5 kpc for the lower EW LAEs). In a scenario where galaxies with
a high Ly↵ escape fraction are more frequent in compact objects, these results are a
natural consequence of the small sizes of LAEs. When compared to other SFGs, LAEs
are found to be smaller at all redshifts. The di↵erence between the two populations
changing with redshift, from a factor of ⇠ 1 at z & 5 to SFGs being a factor of ⇠ 2� 4
larger than LAEs for z . 2. This means that at the highest redshifts, where typical
sizes approach those of LAEs, the fraction of galaxies showing Ly↵ in emission should
be much higher, consistent with observations.

Key words: galaxies: evolution – galaxies: high-redshift – galaxies: star formation –
galaxies: structure

1 INTRODUCTION

In the ⇤-Cold Dark Matter framework, galaxies form
through the coalescence of small clumps of material (see e.g.
Somerville & Davé 2015 and references therein). This means
that the first objects which can be called galaxies are to be
young, small, and with low stellar mass content. The search

? E-mail: aafonso@oal.ul.pt

for these building blocks of current day galaxies has been
pursued intensively in the past decades (see e.g. Bromm &
Yoshida 2011; Stark 2016).

Because of its intrinsic brightness, this search usually
explores the presence of the Lyman-↵ (Ly↵) emission line
(e.g. Partridge & Peebles 1967; Schaerer 2003). This line can
be observed in the optical and near-infrared when emitted
from 2 < z . 8 sources and it is proven to be a successful
probe to identify and confirm high-redshift galaxies. From
narrow-band surveys (e.g. Rhoads et al. 2000; Ouchi et al.
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Lyα emitters always small/compact across time (~1 kpc)
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Å

−
1
)

BR3
CR7
VR7

1530 1550 1570
Restframe Wavelength (Å)
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Figure 6. Ratios between Ciii], Civ and Heii for the sources
where we can constrain these lines and use those to classify the
sources shown. We show the range of emission line ratios typical
of power-law AGN and those more typical of star-forming galax-
ies (Feltre et al. 2016, Alegre et al. in prep.), together with an
indication of the e↵ective temperatures based on our black-body
models. We also show the line ratios from some of our stacks as a
function of classification, and Ly↵ or UV luminosity, showing that
the faintest sources are clearly dominated by a star-formation,
while the more luminous ones are in the region expected for AGN.

(FWHM > 1000 km s�1; e.g. Figure 5 and Table 2), ii) X-
ray detections (using point-source catalogues from Chandra
and XMM; Alexander et al. 2003; Murray et al. 2005; Ken-
ter et al. 2005; Brand et al. 2006; Ueda et al. 2008; Civano
et al. 2016); iii) emission lines only associated with AGN
(> 70 eV; e.g. Nv) and iv) by investigating emission-line ra-
tios that can only be obtained by AGN mostly due to detec-
tions of lines with ionisation energies well above 50 eV/very
high e↵ective temperatures in excess of ⇡ 70 kK (see Figure
6), e.g. sources with strong Heii, Civ, Ciii] and line ratios
consistent with an AGN powering source (see Figures A1,
A2 and A3).

4.1.1 Broad-line and X-ray AGN

We start by identifying AGN using the broadness of the
Ly↵ line. We find that 7 out of the 19 with Ly↵ FWHM
measurements have FHWM clearly above 1000 km s�1, and
thus we class them as broad-line AGN (BL-AGN) – see Table
2. These sources have FWHMs ranging from ⇠ 1400 to ⇠

2400 km s�1. Our results imply a BL-AGN fraction of 37 ±

11 % within our full sample.
Using X-rays4, we find a total of one X-ray source (B-

4 Our SA22 sources do not have X-ray coverage, as they are sig-
nificantly away (⇠ 1 deg in three di↵erent directions) from the
SSA22 follow-up (Lehmer et al. 2009; Saez et al. 2015), but they
all show very broad Ly↵ emission, and thus are cleanly identified
as AGN. Our GOODS-N sources have good Chandra coverage
(Alexander et al. 2003), but none of our three sources is detected
in the 2 Ms depth data. Our two sources in COSMOS are also not
detected in very deep X-ray observations (Civano et al. 2016),
with the same holding for our three UDS sources, although for

H-NB501-6) out of 17 which have X-ray coverage, imply-
ing a 6 ± 6 % X-ray AGN fraction, but we note that the
X-ray data available is very heterogeneous, does not cover
our most luminous Ly↵ emitters in SA22, and is generally
not deep enough to detect lower accretion, lower black mass
AGN. Furthermore, the short duty cycles of X-rays can also
lead to underestimating the AGN fraction using X-rays only
(Shankar et al. 2009).

4.1.2 Narrow-line AGN

Our spectroscopy allows us to explore the nature of the
sources further and search for AGN activity by using other
emission lines besides Ly↵. We start by identifying sources
with significant Nv emission which, with an ionisation en-
ergy of 77.4 eV, we robustly class as AGN. We find that
sources B-H-NB5-6, B-H-NB5-10, SA22-14, �18 and �10,
along with CALYMHA-383 and �415 all show significant
Nv emission. Interestingly, all except B-H-NB5-10 are BL-
AGN (see Section 4.1.1), while B-H-NB5-6 is also an X-
ray source. We therefore find an AGN fraction of 37 ± 11 %
based solely on Nv. For the sources without strong Nv emis-
sion and with narrow Ly↵ lines (< 1000 km s�1), we explore
other UV rest-frame lines of lower ionisation energy.

In Figure 6 we show emission line ratios of high ionisa-
tion UV lines which are in principle capable of distinguish-
ing between sources which are AGN dominated from star-
forming dominated. We show six of our narrow-line emitters
where we can measure/constrain the line ratios. For com-
parison and interpretation, we also show the locations of
power-law ionising sources (AGN) from Feltre et al. (2016)
and from Alegre et al. (in prep.). We do not show our lu-
minous broad-line AGN (but we show B-NB5-6, the X-ray
source), which all show strong Nv, but many times weak to
no Heii, and thus for a fraction of these sources the diagram
in Figure 6 would misclassify the sources as SF. We identify
two narrow-line sources which are consistent with being NL-
AGN (one is B-H-NB5-10, already classed as an AGN due to
Nv, while the other one is BR3; both of them have FWHM
significantly higher than the other NL-emitters, also being
brighter in UV and Ly↵), while three are consistent with be-
ing star-formation dominated, but with very high e↵ective
temperatures (see Figure 6); for these we mostly detect Civ
but weak Heii. For the other sources where we do not detect
high ionisation UV lines we classify them as SF as our obser-
vations should have picked up high ionisation lines. Within
the sample of NL sources with detectable high ionisation UV
lines (5), we find a 40±20 % AGN fraction among luminous
Ly↵ emitters. Overall, for the sample of NL emitters (12),
we find a 17 ± 11% AGN fraction.

4.1.3 Final AGN and SF classifications

Overall, we find seven broad line AGN (one being also an
X-ray source) and two narrow-line AGN, with a total of nine

UDS only shallower XMM observations are available (Ueda et al.
2008). Finally, for our Bootes sources, we find one X-ray detection
(B-H-NB501-6), a clear broad-line AGN also with Nv), while all
the other sources are not detected in the X-rays.
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conditions and a slow read-out speed without binning. Typ-
ical exposure times of 200 s, 300 s and 4 ⇥ 80 s in the UV,
optical and NIR arms were used, respectively; see Table A4.
We first acquired a star (with I-band magnitudes 16-17 AB)
and applied a blind o↵set to the target. We nodded from an
A to a B position (typically 300), including a small jitter box
in order to always expose on di↵erent pixels. We used 1 00

slits for both the optical and near-infrared arms (resolution
of R ⇠ 2500 and R ⇠ 4400, for the optical and near-infrared
arms, respectively) and the 1.2 00 in the UV (R ⇠ 4400). The
total exposure times for each source are given in Table A4.

2.3 Data Reduction

2.3.1 WHT/ISIS: our ‘WHIS’ pipeline

In order to reduce ISIS spectra and exploit our observing
setup/methodology, we developed our own python pipeline,
the William Herschel ISIS pipeline (‘WHIS’; see A1). We
reduce the data on a night by night basis, and only combine
data from di↵erent nights in the 1D phase. Our pipeline
follows standard steps implemented by the pipelines used
for the reduction of data obtained with Keck and the VLT.
We describe the processes in more detail in Appendix A1.

We flux calibrate our spectra by using the blind o↵set
stars and their SDSS magnitudes. We bin our 1D spectra
to the observed resolution (FWHM) of each arm/grism: 2
and 1.8 Å for the B/R600 grism spectra (which results in
binning 3-4 spectral pixels); and 4.0 and 3.6 Å FWHM for
the B300/R316 grism (binning 3-4 spectral pixels). We show
the typical rms per binned resolution element in Table A2.

In Figure 2 we show our reduced 2D spectra, focusing
on the Ly↵ line and showing a window of ±4000 km s�1.
In Figure A1 we also show all the other major rest-frame
emission lines covered by our observations, source by source.

2.3.2 Keck/DEIMOS: spec2d pipeline

All Keck/DEIMOS data were reduced using the DEIMOS
spec2d pipeline (Cooper et al. 2012), which follows very
similar steps to our WHT/ISIS data reduction.

Briefly, the observed spectra were flat-fielded, cosmic-
ray-removed, sky-subtracted and wavelength-calibrated on
a slit-by-slit basis (see also Darvish et al. 2015). We used
standard Kr, Xe, Ar and Ne arc lamps for wavelength solu-
tion and calibration. We also check the wavelength solution
at the end, taking advantage of the numerous sky lines. For
the observations obtained with a dithering pattern, we find
significant o↵sets between the observed sky line positions
and the correct sky line wavelengths of over 10-20 Å, vary-
ing in a non-linear way in the blue and in the red. Therefore,
for all observations for which we dithered we perform a final
wavelength calibration, by identifying ⇠ 100 unblended OH
lines and obtaining a new, final wavelength calibration.

For the final night of observations with Keck/DEIMOS,
no dithering pattern was used for sky subtraction. With-
out dithering, the wavelength calibration provided by the
pipeline was found to be accurate, and no further correction
was necessary. We show the reduced 2D spectra in Figure 3.

The pipeline also generates the 1D spectrum extraction
from the reduced 2D per slit, and we use the optimal extrac-
tion algorithm (Horne 1986). This extraction creates a one-
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Figure 2. The reduced 2D spectra (displayed in the 2D S/N
space, smoothed with a Gaussian kernel of 3 spatial and spectral
pixels, roughly the resolution) from our WHT/ISIS observations,
labelled with ID and redshift, and ordered by Ly↵ flux top to bot-
tom (brightest on top). We show 1.5, 2, 3, 4, 5, 10� contours and
use contrast cuto↵s at �1 and +2� to display the 2D spectra. We
also show the velocity shifts from the Ly↵ redshift (obtained with
a Gaussian fit) which allows to visually see how narrow or broad
each Ly↵ line is. We find one broad-line emitter (B-H-NB5-6),
and one with a blue wing/complicated dynamics (B-H-NB3-12),
which with a single Gaussian profile fit would imply a FWHM just
over 1000 km s�1. The brightest source observed with WHT/ISIS
is BR3, which is not broad enough to classify as a broad-line AGN.
The faintest source targeted with Ly↵ coverage is GN-NB5-6712,
which is also one of the sources showing the narrowest Ly↵ pro-
file. Note that the faintest source in Ly↵ (estimated from the
narrow-band data) was not covered in Ly↵ but has coverage in
other rest-frame UV lines (see Figure A1).

dimensional spectrum of the target, containing the summed
flux at each wavelength in an optimised window. We flux
calibrate the data with bright enough sources within the
masks, and also observations of the Feige 66 standard star.

We bin our spectra to the observed resolution (FWHM)
of 3 Å (which results in binning ⇠ 3 spectral pixels). Our fi-
nal resolution binned spectra have a typical rms per binned
resolution element (1 �) of 2 � 3 ⇥ 10�19 erg s�1 cm�2 Å�1

(see Table A2) and thus typically a factor ⇠ 10 deeper
than WHT/ISIS. We show examples of extracted 1D spec-
tra in Figure 5, including a comparison between our
Keck/DEIMOS and WHT/ISIS spectra of B-NB501-16,
which we observed with both telescopes/instruments, reveal-
ing a very good agreement.

2.3.3 VLT/XSHOOTER: ESO pipeline

We use the ESO X-SHOOTER pipeline (Modigliani et al.
2010) to fully reduce the UV (UVB), visible (optical, VIS)
and NIR spectra separately. The data reduction steps also
follow closely those implemented for both ISIS and DEIMOS
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ward of Ly↵, while the second brightest (SA-18) shows much less transmission, and the narrow line emitters show little to no transmission
just blue-ward. In B-NB5-10 we detect a strong absorber from �2000 to �1000 km s�1 which is seen in both Ly↵ and Civ.

5 THE NATURE OF THE BRIGHTEST LY↵
EMITTERS WITH REST-FRAME UV LINES

5.1 The nature of the brightest Ly↵ emitters with
individual detections

In Figure 10 we show our most luminous narrow-line Ly↵
emitter (BR3), which shows strong Civ, Heii, Ciii] and sig-
nificant, but weaker Oiii], revealing a highly ionising power-
ing source. No Nv is detected, and interestingly all lines have
FWHMs similar to Ly↵, of ⇠ 600 km s�1. We also show even
brighter broad-line emitters, and one of the brightest in the
UV (B-NB5-10), which shows large blue-shifted absorption
features at Civ and Ly↵. Figure 10 reveals the large vari-
ety in the rest-frame UV spectra of the most luminous Ly↵
emitters at z ⇠ 2 � 3, which we find to be consistent with
being powered by AGN, either narrow-line AGN (BR3 and
B-NB5-10) or broad-line AGN (e.g. SA22-14 or SA22-18).

We now make use of the wide wavelength coverage and
high resolution for our bright Ly↵ emitters at z ⇠ 2 � 3
to explore rest-frame UV lines, in combination with Ly↵. In
order to explore and interpret those, we use modelling results
from the literature (e.g. Feltre et al. 2016; Gutkin et al. 2016)
and also explore new cloudy modelling (Alegre et al. in
prep.) using i) power-law spectra (to model AGN), ii) bpass
(Eldridge & Stanway 2009, 2012; Stanway et al. 2016) stellar
models, including binary evolution and iii) black-bodies with
a range of e↵ective temperatures.

By exploring our measurements and/or limits, we use
our CLOUDY modelling to interpret/estimate interesting
physical conditions of the warm gas within luminous Ly↵
emitters at z ⇠ 2 � 3. For BR3, we find it to be best fit by
a power-law like ionisation source with a power-law of ↵ =

�1.5±0.3, an ionisation parameter of log U = �2.0±0.1 and
a gas metallicity of log(O/H)+12 = 8.7±0.5 (approximately
solar). By using our black-body models, we find the same
ionisation parameter, and a slightly lower metallicity 8.2 ±

0.5, and find BR3’s line ratios to be relatively well explained
with a Te↵ = 100 ± 10 kK. bpass is able to explain some of
the line ratios, requiring lower metallicities (gas metallicity
⇠ 0.13% solar and metallicity of the stars a factor 2 � 3
higher than the gas metallicity) and a very young age of
metal poor stars of ⇡ 2 � 3 Myrs which also result in a
ionisation parameter of �2.0 ± 0.8.

In Table 4 we list the best physical parameters derived
in a similar way as for BR3 for the sources where we detect
at least another UV emission line apart from Ly↵, allowing
for line ratios between these two lines and the others to be
used. In general, we find that our AGN-classified sources
have line-ratios which are much easier to reproduce with
power-law models or black bodies with high temperatures
around ⇡ 100 kK or higher. The brightest sources also have
high ionisation parameters and have in general relatively
high metallicities of at least solar, with BR3, B-NB5-10 and
SA22-14 being the only sources which are consistent with
being sub-solar. We note that some line ratios could still
be reproduced by bpass even for our AGN, but typically
implying much lower metallicities and young stellar ages (3-
10Myrs).

For our sources consistent with star-formation, but for
which we still detect high ionisation UV lines the bpass
models do relatively well, implying a range of metallicities
from very metal poor to sub-solar for both the ionising stars
and the ionised gas and ages around ⇠ 10 � 50 Myrs. We
note that for many of the sources the parameters are very
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Figure 8. The relation between rest-frame UV and Ly↵ luminosities. We find that Ly↵ roughly scales with UV for our sample at
z ⇠ 2�3, consistent with relatively high Ly↵ escape fractions, which we show (as dashed lines), from 10% to 100% assuming MUV traces
star-formation and by correcting for dust with � = �2.0 (see arrow that shows how UV luminosity is attenuated and how the lines of
constant Ly↵ escape fraction shift left). Most of our sources have relatively high Ly↵ escape fractions, which can explain their very high
Ly↵ luminosities, but none of our sources is consistent with a higher than 100% escape fraction. Our AGN occupy the range of highest
Ly↵ and UV luminosities, with the AGN fraction increasing with both luminosities (see also Wold et al. 2014; Matthee et al. 2017a). We
also compare our results with a literature compilation obtained by Matthee et al. (2017b) at higher redshift.

after taking into account the e↵ect of the little dust that they
may contain (see Matthee et al. 2017b). Such high escape
fractions seem to be more prevalent for fainter sources at
higher redshift, both in the UV and Ly↵. These can indicate
bursty star formation histories or higher ionising e�ciency
of ionising photons than typically assumed (see e.g. Charlot
& Fall 1993).

4.4 Ly↵ and UV luminosities as AGN activity
predictors at z ⇠ 2 � 3

Overall, our sample of luminous Ly↵ emitters at z ⇠ 2 � 3
reveals a relatively high AGN fraction of ⇡ 50%. We now
investigate how this fraction depends on both Ly↵ and UV
luminosities. As Figure 8 shows, our brightest sources are es-
sentially all AGN above a Ly↵ luminosity of ⇡ 1043.2 erg s�1

or for UV luminosities brighter than M
UV

⇡ �21.5, qualita-
tively similar to results at di↵erent redshifts (e.g. Wold et al.
2014; Ouchi et al. 2008). These include both the narrow-line
emitters, which are brighter in Ly↵ than UV, and broad line
emitters, which are typically brighter in the UV. In Figure
8 we also show the rough location of the knee of the Ly↵
(e.g. Sobral et al. 2017; Matthee et al. 2017a) and UV lumi-

nosity functions (e.g. Arnouts et al. 2005; Reddy & Steidel
2009; Parsa et al. 2016), and show how the AGN fraction
rises with both luminosities. We find a rise of the AGN frac-
tion from virtually 0 to 100% happening over 4 dex in UV
luminosities and 1 dex in Ly↵ luminosities, with the fraction
below the knee of each luminosity function being ⇡ 0%. We
also compare our results with Wold et al. (2014) at z ⇠ 1
and Matthee et al. (2017a) at z ⇠ 2.3 (X-rays), which show
very similar trends (similar results have been found in other
studies, e.g. Ouchi et al. 2008). Our results are consistent
with an actual physical limit to the output of Ly↵ and UV
photons by star-forming dominated galaxies at z ⇠ 2 � 3,
which seems to only be exceeded if extra AGN processes
take place, that can then raise both UV and Ly↵ luminosi-
ties by at least an extra order of magnitude compared to
star-formation only. Furthermore, by comparing our results
with z ⇠ 1 (see Figure 8) we find evidence for an evolu-
tion in the relation between the AGN fraction and the Ly↵
luminosity, hinting that the maximal luminosity produced
by star-forming galaxies at z ⇠ 1 may be lower than at
z ⇠ 2 � 3, and thus AGN become dominant at even lower
Ly↵ luminosities. Furthermore, we also note that, perhaps
not surprisingly, X-ray identification of AGN (e.g. Matthee
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Figure 12. The result of our stacks for di↵erent sub-sets presented in S/N space for easier visualisation and identification of significant
features. Note that in luminosity or flux scale these sources are much bluer. These show that Ly↵ is by far the most dominating line, but
we also detect other rest-frame UV lines in general, including relatively strong Civ, Heii and Ciii], and weaker Oiii] and for some stacks
Ly�, Nv and Niv], among other features. A striking di↵erence is found between our AGN and SF classified galaxies, not only in the
continuum, but particularly on the strength of high ionisation lines, and we also find that the stacked spectra of luminous Ly↵ emitters
at z ⇠ 2 � 3 changes significantly with increasing Ly↵ and UV luminosities, and also with Ly↵ FWHM.

ing Ly↵ and UV luminosities and also with increasing Ly↵
FWHM, being the highest for the stack of the highest UV
luminosity and highest Ly↵ FWHM. We find that this is
likely connected with the transition in ionisation source
and not because more luminous Ly↵ emitters have stellar
populations which are more ionising: they simply become
AGN dominated, which have much higher ionisation pa-
rameters (log U = �1.3 ± 0.5 for the AGN stack compared
to log U = �2.3 ± 0.5 for star-forming galaxies). We also
find that the gas metallicity increases significantly with in-
creasing Ly↵ and UV luminosity and also with Ly↵ FWHM,
from very metal poor (⇠ 1 � 10%) at the lowest Ly↵ and
UV luminosities (log O/H+12=6.8 ± 1.0) to at least solar
(log O/H+12=8.7 ± 0.2). These are again likely driven by
the di↵erent nature of the sources with increasing luminos-
ity which lead to a very steep change in properties: for star-
forming galaxies one requires very young bursts of metal
poor gas under a high ionisation parameter, while for the
highest luminosities AGN seem to be required and we find

these sources to have gas metallicities which are much higher
than sources being ionised by stars.

6 DISCUSSION

Recent studies have started to unveil the puzzling proper-
ties of the warm ionised interstellar medium (ISM) of early
galaxies, with Ly↵ emitters being a preferred target for
many reasons. So far, most studies have concentrated on
the relatively faint, numerous Ly↵ emitters (e.g. Song et al.
2014; Trainor et al. 2015; Erb 2015; Nakajima et al. 2016),
which have been found to be particularly ionising. More re-
cently, the advent of very large area surveys (Matthee et al.
2015; Santos et al. 2016; Shibuya et al. 2017a) have allowed
the selection of rarer, brighter sources, which can be e�-
ciently followed-up at z ⇠ 6�7 (see e.g. Ouchi et al. 2010; So-
bral et al. 2015; Matthee et al. 2017b; Shibuya et al. 2017b).
Sources at z ⇠ 6 � 7 have produced surprising results, with
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Figure 8. The relation between rest-frame UV and Ly↵ luminosities. We find that Ly↵ roughly scales with UV for our sample at
z ⇠ 2�3, consistent with relatively high Ly↵ escape fractions, which we show (as dashed lines), from 10% to 100% assuming MUV traces
star-formation and by correcting for dust with � = �2.0 (see arrow that shows how UV luminosity is attenuated and how the lines of
constant Ly↵ escape fraction shift left). Most of our sources have relatively high Ly↵ escape fractions, which can explain their very high
Ly↵ luminosities, but none of our sources is consistent with a higher than 100% escape fraction. Our AGN occupy the range of highest
Ly↵ and UV luminosities, with the AGN fraction increasing with both luminosities (see also Wold et al. 2014; Matthee et al. 2017a). We
also compare our results with a literature compilation obtained by Matthee et al. (2017b) at higher redshift.

after taking into account the e↵ect of the little dust that they
may contain (see Matthee et al. 2017b). Such high escape
fractions seem to be more prevalent for fainter sources at
higher redshift, both in the UV and Ly↵. These can indicate
bursty star formation histories or higher ionising e�ciency
of ionising photons than typically assumed (see e.g. Charlot
& Fall 1993).

4.4 Ly↵ and UV luminosities as AGN activity
predictors at z ⇠ 2 � 3

Overall, our sample of luminous Ly↵ emitters at z ⇠ 2 � 3
reveals a relatively high AGN fraction of ⇡ 50%. We now
investigate how this fraction depends on both Ly↵ and UV
luminosities. As Figure 8 shows, our brightest sources are es-
sentially all AGN above a Ly↵ luminosity of ⇡ 1043.2 erg s�1

or for UV luminosities brighter than M
UV

⇡ �21.5, qualita-
tively similar to results at di↵erent redshifts (e.g. Wold et al.
2014; Ouchi et al. 2008). These include both the narrow-line
emitters, which are brighter in Ly↵ than UV, and broad line
emitters, which are typically brighter in the UV. In Figure
8 we also show the rough location of the knee of the Ly↵
(e.g. Sobral et al. 2017; Matthee et al. 2017a) and UV lumi-

nosity functions (e.g. Arnouts et al. 2005; Reddy & Steidel
2009; Parsa et al. 2016), and show how the AGN fraction
rises with both luminosities. We find a rise of the AGN frac-
tion from virtually 0 to 100% happening over 4 dex in UV
luminosities and 1 dex in Ly↵ luminosities, with the fraction
below the knee of each luminosity function being ⇡ 0%. We
also compare our results with Wold et al. (2014) at z ⇠ 1
and Matthee et al. (2017a) at z ⇠ 2.3 (X-rays), which show
very similar trends (similar results have been found in other
studies, e.g. Ouchi et al. 2008). Our results are consistent
with an actual physical limit to the output of Ly↵ and UV
photons by star-forming dominated galaxies at z ⇠ 2 � 3,
which seems to only be exceeded if extra AGN processes
take place, that can then raise both UV and Ly↵ luminosi-
ties by at least an extra order of magnitude compared to
star-formation only. Furthermore, by comparing our results
with z ⇠ 1 (see Figure 8) we find evidence for an evolu-
tion in the relation between the AGN fraction and the Ly↵
luminosity, hinting that the maximal luminosity produced
by star-forming galaxies at z ⇠ 1 may be lower than at
z ⇠ 2 � 3, and thus AGN become dominant at even lower
Ly↵ luminosities. Furthermore, we also note that, perhaps
not surprisingly, X-ray identification of AGN (e.g. Matthee
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galaxy (Bowler et al. 2012, 2014). CR7 was spectroscopi-
cally confirmed as a luminous Ly↵ emitter by Sobral et al.
(2015) through the presence of a narrow, high EW Ly↵
line (FWHM= 266 km s�1, EW0 = 211 Å). Sobral et al.
(2015) estimated that its luminosity was roughly double of
what had been expected from Matthee et al. (2015), due
to the Ly↵ line being detected at ⇠ 50% transmission of
the narrow-band filter used in Matthee et al. (2015). One of
the reasons that made CR7 an unreliable candidate Lyman-
break galaxy (LBG) z ⇠ 6�7 candidate was the presence of
an apparent J band excess of roughly ⇠ 3� based on UltraV-
ISTA DR2 data (Sobral et al. 2015) and the strong Ly↵ con-
tamination in the z band. CR7 was also identified as having
a 3.6µm excess, discussed as potential e.g. [Oiii]5007 emis-
sion for the source as a whole in Matthee et al. (2015); see
also Bowler et al. (2017b). The spectroscopic confirmation
of CR7 as a Ly↵ emitter at z = 6.6 and the J band excess
provided strong hints that another emission line should be
contributing to the flux in the NIR. The shallow NIR spec-
tra of CR7 showed only one emission line in the J band,
interpreted as narrow Heii1640˚A (vFWHM = 130 km s�1),
while no other line was found. Such observations made CR7
relatively unique, not only because it became the most lu-
minous Ly↵ emitter at high redshift, but also due to being
a candidate for a very low metallicity star-burst (“PopIII-
like”), a very low metallicity AGN and/or a candidate for
a direct collapse black hole (DCBH). Here we present new
HST/WFC3 observations, and a re-analysis of all the data
first presented in Sobral et al. (2015) including direct flux
calibration, a significant improvement in the stacking of in-
dividual exposures, and most importantly improved wave-
length calibration. We combine all the data, and further in-
terpret them with cloudy to provide important updates on
the nature and physical conditions of CR7.

2.1 Imaging Observations and SFR properties
from HST and ALMA

HST imaging reveals that CR7 consists of three “clumps”
(Sobral et al. 2015; Bowler et al. 2017a); see Figure 1. We
note that slit spectroscopic follow-up was targeted roughly
at the peak of Ly↵ flux, and thus roughly at the on-sky po-
sition of clump A (see Figure 1), but without knowing that
the source could be resolved in 3 UV clumps. Therefore,
clumps B and C were not originally spectroscopically con-
firmed even though they are within the Ly↵ halo as observed
from narrow-band and have a Lyman-break consistent with
z > 6. Deep, high spatial and spectral resolution ALMA [Cii]
data have nonetheless allowed to spectroscopically confirm
each of the UV clumps A, B and C as being part of the
same system. Readers are referred to Matthee et al. (2017b)
for a discussion on the spectroscopic confirmation of both
clumps B and C and on the further dynamical and physical
information inferred from the ALMA data.

Clump A, the brightest (MUV = �21.6 ± 0.1) and
bluest, roughly coincides with the peak of Ly↵ emission and
has a UV slope � (corrected for the contribution of Ly↵
to the F110W photometry) of � = �2.2 ± 0.4 (measured
within a 100 diameter aperture). Clumps B and C are fainter
(MUV = �19.8 ± 0.2 and MUV = �20.1 ± 0.1, respectively;
Figure 1) and show � = �1.4 ± 1.0 and �2.4 ± 0.8 in 0.400

apertures. As the UV slopes are quite uncertain, they al-
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Figure 1. The HST image showing the rest-frame UV, and the
NB921 ground-based Ly↵ contours of CR7 (Matthee et al. 2015;
Sobral et al. 2015). We also show the approximate position, ro-
tation and on-sky width (0.900) of the X-SHOOTER slit used for
the 3 OBs. For z = 6.6, 100 corresponds to roughly 5.4 kpc. Note
that although formally on the same location and with a PA angle
of 0 deg, OB1 and OB2 yield di↵erent results, as OB1 was not
well acquired by a few hundred miliarcsec. We also show two ar-
rows pointing towards positive spatial locations in the reduced 2D
spectra, i.e., positive o↵sets in the Y coordinate of the reduced
2D (see e.g. Figure 2). While OB1 and OB2 should sample more
along component A of CR7 only (although it may still get some
light from B towards the right; ‘up’ in the spectra spatial direc-
tion), OB3 runs from A to B. The UV component of clump C is
not directly targeted, except for perhaps some of its light making
it into OB3.

low for large dust attenuations and hence uncertain SFRs.
However, as shown in Matthee et al. (2017b), constraints on
the IR continuum luminosity from very deep ALMA obser-
vations of CR7 can mitigate these uncertainties. In practice,
as CR7 is undetected in dust continuum, it implies a rela-
tively low FIR luminosity of LIR(Td = 35 K)< 2.8⇥1010 L�
and a dust mass Mdust < 2.7 ⇥ 106 M� (3� limits). Such
limits imply a maximum dust obscured star formation rate
of < 5.6 M� yr�1 for the full system. Overall, the combina-
tion of HST and ALMA observations reveal dust-corrected
SFRUV+IR = 27+2

�1, 6
+2
�1, 7

+1
�1 M� yr�1 for clumps A, B and

C, respectively for a Salpeter IMF (and a factor ⇡ 1.8
lower for a Chabrier IMF). The SFR of the full CR7 system
(A,B,C) is 45+2

�2 M� yr�1, taking into account the ALMA
constraints for obscured SFR, and for a Salpeter IMF.

2.2 Re-analysis of X-SHOOTER observations of
CR7

We re-analyse the X-SHOOTER data originally presented
in Sobral et al. (2015). The NIR spectroscopic data in So-
bral et al. (2015) were calibrated using UltraVISTA (which
showed a strong J band excess), which was later shown to be
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significantly lower (see Bowler et al. 2017b). We investigate
this large change in UltraVISTA data separately in Section
3.2.

The VLT/X-SHOOTER data were obtained over 3 dif-
ferent observing blocks (OBs; see Figure 1) of about 1 hour
each, with two OBs obtained on 22 January and a final OB
(a repeat of OB1, which we name OB3 in this paper, but
that is formally called ‘OB1’ in the ESO archive) done on 15
February 2015. We reduce all OBs separately. All OBs used
a 0.900 slit in both the VIS and NIR arms; see Figure 1.

For the first two OBs a PA angle of 0 deg was used
(see Figure 1), together with an acquisition source at
10:01:03.156 +01:48:47.885. O↵sets of �77.26600 (R.A.) and
�32.63400 (Dec.) were used to o↵set from the acquisition
source to CR7. The acquisition for the first OB (OB1,
22 January 2015) was suspected to be relatively o↵-target
due to an unreliable acquisition star centring, leading to
an apparent lower Ly↵ flux and a spatially truncated
and complex/double peaked Ly↵ profile, di↵erent from
that found in the OB with better acquisition and with
e.g. Keck/DEIMOS data (see Figure 2 and Sobral et al.
2015). When repeating OB1 and in order to avoid prob-
lems with acquisition, another acquisition source was used:
10:01:00.227, 01:48:42.992, applying an o↵set of �33.34200

(R.A.) and �27.74200 (Dec.) and this time with a PA an-
gle of �39.76 deg, in order to better align the slit with the
elongation of the Ly↵ 2D distribution obtained from the
narrow-band imaging; see Figure 1.

We use the X-SHOOTER pipeline (v2.4.8; Modigliani
et al. 2010), and follow the steps fully described in Matthee
et al. (2017a), including flux calibration. We note that our
new reduction results in a significantly improved wavelength
calibration in the NIR arm when compared to Sobral et al.
(2015), which we find to be o↵ by ⇠ �2�3 Å in the NIR arm
when compared to our improved reduction (see also Shibuya
et al. 2017b, who find a similar result by using the most up-
to-date pipeline). In the VIS arm we find no di↵erences in
the wavelength calibration when comparing to Sobral et al.
(2015), but we now flux calibrate the data without relying on
any narrow or broad band photometry, unlike Sobral et al.
(2015). In Figure 2 we show the reduced 2D centred on Ly↵
for each individual OB (note that the positive spatial direc-
tion is indicated with an arrow in Figure 1). We also show
the combined stack of the 3 OBs and when combining only
the 2 final OBs. We present the results in Section 3.1.

Our reduced spectra show a spectral resolution (FWHM
based on sky lines) of ⇡ 1.2 Å at ⇡ 9000 Å (⇡ 40 km s�1),
corresponding to R ⇠ 7500 and ⇡ 3.4 Å at ⇡ 16, 000 Å
(⇡ 60 km s�1), corresponding to R ⇠ 4700. We bin our 1D
spectra to the resolution by using bins of 1.1 Å in the VIS
and 3.4 Å in the NIR arm.

2.3 Re-analysis of SINFONI observations of CR7

We also re-reduce the SINFONI data, which previously was
not flux-calibrated using a telluric star. The final data-cube
in Sobral et al. (2015) was also produced with roughly equal
weights for all exposures by using the SINFONI pipeline to
reduce all the OBs together. Furthermore, the data was also
flux-scaled in Sobral et al. (2015) by assuming the J mag-
nitude from UltraVISTA and the flux implied for Heii from
UltraVISTA. Finally, it was combined with X-SHOOTER
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Figure 2. Our reduced and flux calibrated 2D X-SHOOTER
spectra, zoomed-in at Ly↵, in S/N space showing 1.5,2,3,4 and
5 � contours. We find a tentative di↵erence in the flux distribution
between the 3 OBs, with this being caused by an incorrect target
acquisition in OB1 (OB1 and OB2 were done consecutively on the
same night but OB2 resulted from a better acquisition of the o↵set
star), and particularly due to a di↵erent slit angle and o↵set star
when comparing OB2 and OB3. Along the Ly↵ axis, expected
from the NB, we find slightly more extended Ly↵ emission (as
expected), but we also find a profile that is consistent with begin
even narrower.

data which had a systematic o↵set in wavelength by 3 Å, as
discussed in Section 2.2.

CR7 was observed with SINFONI in Mar-Apr 2015
(program 294.A-5039) with 6 di↵erent OBs of about 1 hour
each. Four out of those OBs were classed A, one of them was
classed B (seeing > 100) and another one was classed C (due
to clouds). Here we neglect the one classed C.

We use the SINFONI pipeline v.2.5.2 and implement
all the steps using esorex. We reduce each OB with the
appropriate calibration files, done either on the same night
or on the closest night possible. We reduce each OB indi-
vidually, along with each standard/telluric star. In total, 5
di↵erent telluric stars were observed, 1 per OB/night of ob-
servations, and we reduce those observations in the same
way as the science observations. In order to flux calibrate
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galaxy (Bowler et al. 2012, 2014). CR7 was spectroscopi-
cally confirmed as a luminous Ly↵ emitter by Sobral et al.
(2015) through the presence of a narrow, high EW Ly↵
line (FWHM= 266 km s�1, EW0 = 211 Å). Sobral et al.
(2015) estimated that its luminosity was roughly double of
what had been expected from Matthee et al. (2015), due
to the Ly↵ line being detected at ⇠ 50% transmission of
the narrow-band filter used in Matthee et al. (2015). One of
the reasons that made CR7 an unreliable candidate Lyman-
break galaxy (LBG) z ⇠ 6�7 candidate was the presence of
an apparent J band excess of roughly ⇠ 3� based on UltraV-
ISTA DR2 data (Sobral et al. 2015) and the strong Ly↵ con-
tamination in the z band. CR7 was also identified as having
a 3.6µm excess, discussed as potential e.g. [Oiii]5007 emis-
sion for the source as a whole in Matthee et al. (2015); see
also Bowler et al. (2017b). The spectroscopic confirmation
of CR7 as a Ly↵ emitter at z = 6.6 and the J band excess
provided strong hints that another emission line should be
contributing to the flux in the NIR. The shallow NIR spec-
tra of CR7 showed only one emission line in the J band,
interpreted as narrow Heii1640˚A (vFWHM = 130 km s�1),
while no other line was found. Such observations made CR7
relatively unique, not only because it became the most lu-
minous Ly↵ emitter at high redshift, but also due to being
a candidate for a very low metallicity star-burst (“PopIII-
like”), a very low metallicity AGN and/or a candidate for
a direct collapse black hole (DCBH). Here we present new
HST/WFC3 observations, and a re-analysis of all the data
first presented in Sobral et al. (2015) including direct flux
calibration, a significant improvement in the stacking of in-
dividual exposures, and most importantly improved wave-
length calibration. We combine all the data, and further in-
terpret them with cloudy to provide important updates on
the nature and physical conditions of CR7.

2.1 Imaging Observations and SFR properties
from HST and ALMA

HST imaging reveals that CR7 consists of three “clumps”
(Sobral et al. 2015; Bowler et al. 2017a); see Figure 1. We
note that slit spectroscopic follow-up was targeted roughly
at the peak of Ly↵ flux, and thus roughly at the on-sky po-
sition of clump A (see Figure 1), but without knowing that
the source could be resolved in 3 UV clumps. Therefore,
clumps B and C were not originally spectroscopically con-
firmed even though they are within the Ly↵ halo as observed
from narrow-band and have a Lyman-break consistent with
z > 6. Deep, high spatial and spectral resolution ALMA [Cii]
data have nonetheless allowed to spectroscopically confirm
each of the UV clumps A, B and C as being part of the
same system. Readers are referred to Matthee et al. (2017b)
for a discussion on the spectroscopic confirmation of both
clumps B and C and on the further dynamical and physical
information inferred from the ALMA data.

Clump A, the brightest (MUV = �21.6 ± 0.1) and
bluest, roughly coincides with the peak of Ly↵ emission and
has a UV slope � (corrected for the contribution of Ly↵
to the F110W photometry) of � = �2.2 ± 0.4 (measured
within a 100 diameter aperture). Clumps B and C are fainter
(MUV = �19.8 ± 0.2 and MUV = �20.1 ± 0.1, respectively;
Figure 1) and show � = �1.4 ± 1.0 and �2.4 ± 0.8 in 0.400

apertures. As the UV slopes are quite uncertain, they al-
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Figure 1. The HST image showing the rest-frame UV, and the
NB921 ground-based Ly↵ contours of CR7 (Matthee et al. 2015;
Sobral et al. 2015). We also show the approximate position, ro-
tation and on-sky width (0.900) of the X-SHOOTER slit used for
the 3 OBs. For z = 6.6, 100 corresponds to roughly 5.4 kpc. Note
that although formally on the same location and with a PA angle
of 0 deg, OB1 and OB2 yield di↵erent results, as OB1 was not
well acquired by a few hundred miliarcsec. We also show two ar-
rows pointing towards positive spatial locations in the reduced 2D
spectra, i.e., positive o↵sets in the Y coordinate of the reduced
2D (see e.g. Figure 2). While OB1 and OB2 should sample more
along component A of CR7 only (although it may still get some
light from B towards the right; ‘up’ in the spectra spatial direc-
tion), OB3 runs from A to B. The UV component of clump C is
not directly targeted, except for perhaps some of its light making
it into OB3.

low for large dust attenuations and hence uncertain SFRs.
However, as shown in Matthee et al. (2017b), constraints on
the IR continuum luminosity from very deep ALMA obser-
vations of CR7 can mitigate these uncertainties. In practice,
as CR7 is undetected in dust continuum, it implies a rela-
tively low FIR luminosity of LIR(Td = 35 K)< 2.8⇥1010 L�
and a dust mass Mdust < 2.7 ⇥ 106 M� (3� limits). Such
limits imply a maximum dust obscured star formation rate
of < 5.6 M� yr�1 for the full system. Overall, the combina-
tion of HST and ALMA observations reveal dust-corrected
SFRUV+IR = 27+2

�1, 6
+2
�1, 7

+1
�1 M� yr�1 for clumps A, B and

C, respectively for a Salpeter IMF (and a factor ⇡ 1.8
lower for a Chabrier IMF). The SFR of the full CR7 system
(A,B,C) is 45+2

�2 M� yr�1, taking into account the ALMA
constraints for obscured SFR, and for a Salpeter IMF.

2.2 Re-analysis of X-SHOOTER observations of
CR7

We re-analyse the X-SHOOTER data originally presented
in Sobral et al. (2015). The NIR spectroscopic data in So-
bral et al. (2015) were calibrated using UltraVISTA (which
showed a strong J band excess), which was later shown to be
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Figure 6. Our final reduced and flux calibrated 2D X-SHOOTER, zoomed-in at the expected positions of Ly↵, Nv and Heii. We show
spatial contours of 1.5,2,3,4 and 5 �. In order to highlight the location of sky lines and noisy regions in the 2D, we identify, in each
spectral window, pixels that deviate in more than 20% from the the median local noise and set such regions below the cut-o↵ (they are
shown in dark). We find a tentative di↵erence in the Ly↵ profile and in the Ly↵ fluxes measured between the 3 OBs, with this likely
being caused by an incorrect target acquisition in OB1 (OB1 and OB2 were done consecutively on the same night but OB2 resulted
from a better acquisition of the o↵set star), and a di↵erent slit angle and o↵set star when comparing OB2 and OB3. We see that the
detection of Heii is only seen for OB3 at a ⇡ 2.6 � level, also showing the negatives up and down and in the same spatial location as
Ly↵. Furthermore, in OB3 we also find a tentative emission line blue-shifted by a few hundred km s�1 to the expected wavelength of
Nv; this is simply not significant when stacking the full data, but can also be seen in the stack of OBs 2 and 3.

shows that the signal is coming essentially all from OB3 (see
Figures 5 and 6), which was aligned with the major axis of
the Ly↵ extent, and that shows the highest Ly↵ flux peak.
Based on the OB3 only, we find a tentative Heii detection
at the ⇡ 2.5 � 2.7� level, when using the noise estimated
by the X-SHOOTER pipeline. We can also see the negatives
up and down from the o↵sets along the slit (Figure 6), in
the same locations as for e.g. the Ly↵ line, which propagate
to the final stack. These are typically taken as robust indi-
cations that an emission line is real (as opposed to e.g. a
line which only shows a negative up or down or no nega-
tives). This potential emission line seen in OB3 has a flux of
(1.8± 0.7)⇥ 10�17 erg s�1 and a FWHM ⇠ 170� 200 km s�1

(similar to the Ly↵ FWHM in OB3). The lower flux we
find compared to Sobral et al. (2015) is due to the di↵erent
flux calibration which in Sobral et al. (2015) was based on
UltraVISTA. The potential Heii signal from OB3 is consis-
tent with a redshift of z = 6.603 ± 0.01, and thus implies
a relatively small velocity o↵set from Ly↵ of ⇠ 100 km s�1

being closer in velocity to the systemic redshift of clump A
(z = 6.601 ± 0.01; see Figure 5), than to the slightly lower
redshifts measured for the other components in the CR7
system (z = 6.593 � 6.60). This would argue for the line
being more likely associated with A, originating in another
sub-component of the system (slightly redshifted from A),
and/or being evidence for variability or for it to be spurious.
Interestingly, by further splitting OB3 in multiple sets of ex-
posures, we can still see emission consistent with the final

signal, spread over the majority of the exposures, and also
revealing negatives in most sets of exposures. This means
the signal is not a cosmic ray or an artefact, although given
the low signal-to-noise from just one OB there is still the
chance that some significant OH variability during the ob-
servations could have at least contributed to boosting the
signal somewhat, although the errors take OH lines into ac-
count.

When we analyse OB1 and OB2 separately (see Figure
5) we find no evidence of the presence of Heii, with any
signal being below ⇠ 0.1 � 0.2�, and strongly showing that
no Heii was detected with those OBs. Our results thus show
that Heii emission is not present at the locations probed by
OB1 and OB2 down to the obtained limits, with a flux upper
limit (3�) of < 2.4 ⇥ 10�17 erg s�1 for a 200 km s�1 FWHM
line at z = 6.603 � 6.605.

Due to the improved wavelength calibration we can bet-
ter identify flux coming from sky line residuals and we also
mask them in Figure 6. Overall, we find that with our robust,
direct flux calibration and combining spectra based on the
inverse of the noise, the combined Heii signal of the full stack
of 3 OBs is significant at only ⇠ 1.5 � 1.9�. Thus, based on
the full stack we find similar results as Shibuya et al. (2017b)
when using the noise estimated by the pipeline. Similarly to
Shibuya et al. (2017b), we can see the potential negatives up
and down which should be signatures of a real line. However,
we clearly show that all the signal comes from OB3, where
the line is tentatively detected at ⇠ 2.5�2.7�, as discussed.
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shows that the signal is coming essentially all from OB3 (see
Figures 5 and 6), which was aligned with the major axis of
the Ly↵ extent, and that shows the highest Ly↵ flux peak.
Based on the OB3 only, we find a tentative Heii detection
at the ⇡ 2.5 � 2.7� level, when using the noise estimated
by the X-SHOOTER pipeline. We can also see the negatives
up and down from the o↵sets along the slit (Figure 6), in
the same locations as for e.g. the Ly↵ line, which propagate
to the final stack. These are typically taken as robust indi-
cations that an emission line is real (as opposed to e.g. a
line which only shows a negative up or down or no nega-
tives). This potential emission line seen in OB3 has a flux of
(1.8± 0.7)⇥ 10�17 erg s�1 and a FWHM ⇠ 170� 200 km s�1

(similar to the Ly↵ FWHM in OB3). The lower flux we
find compared to Sobral et al. (2015) is due to the di↵erent
flux calibration which in Sobral et al. (2015) was based on
UltraVISTA. The potential Heii signal from OB3 is consis-
tent with a redshift of z = 6.603 ± 0.01, and thus implies
a relatively small velocity o↵set from Ly↵ of ⇠ 100 km s�1

being closer in velocity to the systemic redshift of clump A
(z = 6.601 ± 0.01; see Figure 5), than to the slightly lower
redshifts measured for the other components in the CR7
system (z = 6.593 � 6.60). This would argue for the line
being more likely associated with A, originating in another
sub-component of the system (slightly redshifted from A),
and/or being evidence for variability or for it to be spurious.
Interestingly, by further splitting OB3 in multiple sets of ex-
posures, we can still see emission consistent with the final

signal, spread over the majority of the exposures, and also
revealing negatives in most sets of exposures. This means
the signal is not a cosmic ray or an artefact, although given
the low signal-to-noise from just one OB there is still the
chance that some significant OH variability during the ob-
servations could have at least contributed to boosting the
signal somewhat, although the errors take OH lines into ac-
count.

When we analyse OB1 and OB2 separately (see Figure
5) we find no evidence of the presence of Heii, with any
signal being below ⇠ 0.1 � 0.2�, and strongly showing that
no Heii was detected with those OBs. Our results thus show
that Heii emission is not present at the locations probed by
OB1 and OB2 down to the obtained limits, with a flux upper
limit (3�) of < 2.4 ⇥ 10�17 erg s�1 for a 200 km s�1 FWHM
line at z = 6.603 � 6.605.

Due to the improved wavelength calibration we can bet-
ter identify flux coming from sky line residuals and we also
mask them in Figure 6. Overall, we find that with our robust,
direct flux calibration and combining spectra based on the
inverse of the noise, the combined Heii signal of the full stack
of 3 OBs is significant at only ⇠ 1.5 � 1.9�. Thus, based on
the full stack we find similar results as Shibuya et al. (2017b)
when using the noise estimated by the pipeline. Similarly to
Shibuya et al. (2017b), we can see the potential negatives up
and down which should be signatures of a real line. However,
we clearly show that all the signal comes from OB3, where
the line is tentatively detected at ⇠ 2.5�2.7�, as discussed.
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Å
�

1

) -750 -500 -250 0.0 +250 +500 +750 km s�1

OB1 (PA=0) offset
OB2 (PA=0) on target
OB3 (PA=-40)

OB1 1� error
OB2 1� error
OB3 1� error

Figure 4. The extracted 1D from X-SHOOTER at the posi-
tion of Ly↵ showing results from di↵erent OBs which trace di↵er-
ent spatial scales and di↵erent angles for CR7. We show spectra
binned by 75 km s�1 (roughly double the resolution). We find that
OB3, that traces along the Ly↵ major axis, connecting A to B,
shows the highest flux peak and the narrowest Ly↵ profile, with
a FWHM ⇠ 200 km s�1. OB1, which was o↵-target and with a
PA angle of 0 deg shows a broader Ly↵ profile, tentatively double
peaked, which could point towards complicated dynamics. OB2,
obtained with the same angle but that was closer to the peak
of Ly↵ emission also shows a broader Ly↵ profile than OB3. In-
terestingly, OB3 may also show a higher redshift component at
around 500-600 km s1 from the peak of Ly↵, but this is found at
relatively low significance.

tion of any emission lines. Our un-binned spectra of each of
the 3 components of CR7 shows an average noise level of
⇠ (3 � 19) ⇥ 10�20 erg s�1 cm�2 Å�1.

3 RESULTS

Here we present the results from new spectroscopic obser-
vations with HST, together with a re-analysis of both X-
SHOOTER and SINFONI data from the VLT. We analyse
the data on an OB by OB basis when appropriate, along with
a full stack. We first present the results from each data-set
and interpret them together at the end of the Section, along
with new spectroscopic results from ALMA.

3.1 Results from ground spectroscopy

3.1.1 Spatially resolved Ly↵ in X-SHOOTER

In Figure 2 we show the 2D spectra for our re-analysis of
the X-SHOOTER data, in a signal-to-noise scale, focusing
on Ly↵. We find potential variations in the Ly↵ profile, al-
though these can be explained by probing di↵erent spatial
regions within the source, due to the bad acquisition for OB1
(in comparison to OB2) and due to a di↵erent acquisition
star and PA angle for OB3. While of relatively low signifi-
cance, OB2 and OB3 agree on a slightly redshifted compo-
nent of Ly↵ in the rough direction of clump B (see also Fig-
ures 1). As can be seen in more detail in Figure 4, OB3 also
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Figure 5. The extracted 1D from our X-SHOOTER re-analysis
and the multiple OBs and full stack at the expected location of
Heii. Peaks in the 1 � noise indicate the location of OH lines. We
find no significant Heii detection for CR7 in the spatial locations
covered by OB1 and OB2, and also no significant detection in the
stack of the 3 OBs. However, we find a tentative detection (which
dominates the signal in Sobral et al. 2015), consistent with a
narrow Heii line in CR7 in OB3. We show the expected location
of the Heii line in the case of no velocity shift from Ly↵ and also
where we would expect to detect based on [Cii]-ALMA emission
from clump A. We find that the potential Heii signal is consistent
with a relatively small velocity o↵set from Ly↵ of ⇠ 100 km s�1

and would imply a similar redshift to the one obtained with [Cii].

reveals an even narrower Ly↵ profile (⇠ 200 km s�1) than
OB2 (⇠ 340 km s�1), hinting that the Ly↵ FWHM may be
even narrower along the major axis of Ly↵ (running from A
to B), but both OB2 and OB3 show the same/similar blue
cut-o↵. A potential explanation for this may be actual dy-
namics within the system, as the major axis of Ly↵ emission,
that roughly connects A to B may be the axis of some po-
tential “rotation”/merger activity/outflows (Matthee et al.
2017b). Matthee et al. (2017b) also finds that the perpen-
dicular axis shows the largest velocity shift (Figure 4), from
the most blueshift towards C to the highest redshift towards
the opposite direction, and with a total velocity shift of
⇠ 300 km s�1, similar to the Ly↵ FWHM in OB2. It may
well be that Ly↵ itself is tracing such complex dynamics, or
that we are seeing more complex radiation transfer e↵ects or
di↵erent Hi column densities; observations with e.g. MUSE
and further modelling can further clarify this.

3.1.2 HeII in X-SHOOTER: reliability and flux
constraints

We show our re-analysis of X-SHOOTER data, split by OB
in Figure 5, where we present the extracted 1D spectra,
binned to a resolution (FWHM) of 75 km s�1 at the expected
rest-frame wavelength of Heii. We also present the 2Ds, per
OB, showing Ly↵ and Heii for an easy comparison in Figure
6, where we show the 2D of the expected location of Heii
based on the Ly↵ redshift. Our re-analysis is able to recover
the Heii detection claimed in Sobral et al. (2015), but clearly
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we use 2MASS JHK magnitudes of each star. We extract
the standard stars’ spectra by obtaining the total counts per
slice (normalised by exposure time) in the full detector, fol-
lowing the procedure in the pipeline, and we then re-extract
them over the apertures used to extract the science spec-
tra. This allows us to derive aperture corrections which vary
per OB (due to seeing), which are typically ⇠1.5 for 1.400

extraction apertures, and ⇠1.2 for 200 aperture extractions.
We find that the absolute astrometry of the pipeline re-

duced data-cubes is not reliable, as each OB (which is done
with the same o↵set star and with the same jitter pattern)
results in shifts of several arcsec. We attempt to extract
spectra in the R.A. and Dec. positions of CR7 assuming
the astrometry is correct but fail to detect any signal, with
the stacked spectra resulting in much higher noise. Finally,
we make the assumption that the data cubes are centred
at the position of the first exposure which serves as refer-
ence for the stack of each OB, and extract 1D spectra per
OB with apertures of 0.900, 1.400 and 200 (using our aper-
ture corrections). We estimate the noise per wavelength on
each extracted spectra by randomly picking apertures within
the wavelength slice and computing the standard deviation
of the sum of the flux. Finally, we stack spectra from the
di↵erent OBs by weighting them with the inverse of the
variance/noise. Reduced SINFONI spectra have a resolu-
tion (FWHM, based on OH lines) of ⇠ 6.4 Å at ⇠ 1.2µm
(R ⇠ 1900; ⇠ 150 km s�1). When binned to the resolution,
the spectra (1.400 apertures, stacked) reach a 1� flux limit of
⇡ (2± 1)⇥ 10�18 erg s�1 cm�2 Å�1, with the standard devi-
ation reflecting noisier regions a↵ected by OH/sky lines.

2.4 WFC3/HST grism Observations

We observed CR7 with the WFC3 grism with GO program
14495 (PI: Sobral). Observations were conducted over a total
of 5 orbits: 2 orbits during 21 Jan 2017 and 3 further orbits
conducted during 17 Mar 2017. We used two di↵erent PA
angles (252.37 deg and 322.37 deg; see Figure 3), each cal-
culated to avoid significant contamination by nearby bright
sources and in order to investigate the spectra of A, B and
C separately.

For each orbit, we obtained an image with the F140W
filter, two grism observations (dithered) with the G141 grat-
ing (central wavelength 13886.72 Å), and another image af-
ter the second grism observation. These allow us to correctly
identify the sources and to clearly locate clumps A, B and C
within CR7. The F140W images were obtained at the start
and end of each orbit with the aim to minimize the impact of
variable sky background on the grism exposure (due to the
bright Earth limb and the He 1.083µm line emission from
the upper atmosphere; see Brammer et al. 2014). A four-
point dither pattern was used to improve the sampling of
the point-spread function and to overcome cosmetic defects
of the detector.

We obtain imaging exposures of ⇠ 0.25 ks and grism
exposures of ⇠ 1.10 ks. Our total exposure grism time with
G141 is 11.0 ks. For a full description of the calibration of
the WFC3/G141 grism, see e.g. Kuntschner et al. (2010).
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Figure 3. HST/WFC3 F110W (Y + J) image centred on CR7
and the immediate surroundings for our G141 grism observations.
We indicate the PA angles used for each of the 2 visits done: one
observing for 2 orbits and the final one observing for 3 orbits. We
also indicate the dispersion direction and the direction in which
bluer/redder light gets dispersed once the grism is used to take
observations. Our observations allow us to avoid contamination
from nearby sources and obtain spectra for each of the compo-
nents A, B and C for CR7.

2.4.1 Data reduction and extraction

We reduce the data following Brammer et al. (2012). The
grism data were reduced using the grism reduction pipeline
developed by the 3D-HST team (e.g. Brammer et al. 2012;
Momcheva et al. 2016). The main reduction steps are fully
explained in detail by Momcheva et al. (2016). In summary,
the flat-fielded and global background-subtracted grism im-
ages are interlaced to produce 2D spectra for each of clumps
A, B and C, independently. We also identify any potential
contamination from faint and/or nearby sources and clearly
identify and subtract it when we extract the 1D spectra. Our
reduced data shows a resolution of R ⇠ 100 (FHWM 150 Å)
at � ⇠ 1.2µm, and thus a resolution of ⇠ 20 Å at ⇠ 1600 Å
rest-frame for CR7 in Ly↵ (z = 6.605).

We extract the spectra of the 3 major components of
CR7 from their central positions by using the rest-frame UV
continuum images obtained with HST. We see clear contin-
uum in the 2D for clump A (the brightest) and weak con-
tinuum from B. We find that apart from some minor con-
tamination at observed � ⇠ 15500 � 15700 Å, the spectrum
of the 3 clumps of CR7 is not contaminated by any other
nearby sources, as expected from our observing planning.
We thus estimate the noise on the CR7 spectrum by ex-
tracting spectra in a range of spatial locations (per clump)
with similarly low contamination. We use the standard de-
viation per wavelength as the estimate of our 1� error and
we use these to quantify the signal to noise and to eval-
uate the significant of both the continuum and the detec-
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we use 2MASS JHK magnitudes of each star. We extract
the standard stars’ spectra by obtaining the total counts per
slice (normalised by exposure time) in the full detector, fol-
lowing the procedure in the pipeline, and we then re-extract
them over the apertures used to extract the science spec-
tra. This allows us to derive aperture corrections which vary
per OB (due to seeing), which are typically ⇠1.5 for 1.400

extraction apertures, and ⇠1.2 for 200 aperture extractions.
We find that the absolute astrometry of the pipeline re-

duced data-cubes is not reliable, as each OB (which is done
with the same o↵set star and with the same jitter pattern)
results in shifts of several arcsec. We attempt to extract
spectra in the R.A. and Dec. positions of CR7 assuming
the astrometry is correct but fail to detect any signal, with
the stacked spectra resulting in much higher noise. Finally,
we make the assumption that the data cubes are centred
at the position of the first exposure which serves as refer-
ence for the stack of each OB, and extract 1D spectra per
OB with apertures of 0.900, 1.400 and 200 (using our aper-
ture corrections). We estimate the noise per wavelength on
each extracted spectra by randomly picking apertures within
the wavelength slice and computing the standard deviation
of the sum of the flux. Finally, we stack spectra from the
di↵erent OBs by weighting them with the inverse of the
variance/noise. Reduced SINFONI spectra have a resolu-
tion (FWHM, based on OH lines) of ⇠ 6.4 Å at ⇠ 1.2µm
(R ⇠ 1900; ⇠ 150 km s�1). When binned to the resolution,
the spectra (1.400 apertures, stacked) reach a 1� flux limit of
⇡ (2± 1)⇥ 10�18 erg s�1 cm�2 Å�1, with the standard devi-
ation reflecting noisier regions a↵ected by OH/sky lines.

2.4 WFC3/HST grism Observations

We observed CR7 with the WFC3 grism with GO program
14495 (PI: Sobral). Observations were conducted over a total
of 5 orbits: 2 orbits during 21 Jan 2017 and 3 further orbits
conducted during 17 Mar 2017. We used two di↵erent PA
angles (252.37 deg and 322.37 deg; see Figure 3), each cal-
culated to avoid significant contamination by nearby bright
sources and in order to investigate the spectra of A, B and
C separately.

For each orbit, we obtained an image with the F140W
filter, two grism observations (dithered) with the G141 grat-
ing (central wavelength 13886.72 Å), and another image af-
ter the second grism observation. These allow us to correctly
identify the sources and to clearly locate clumps A, B and C
within CR7. The F140W images were obtained at the start
and end of each orbit with the aim to minimize the impact of
variable sky background on the grism exposure (due to the
bright Earth limb and the He 1.083µm line emission from
the upper atmosphere; see Brammer et al. 2014). A four-
point dither pattern was used to improve the sampling of
the point-spread function and to overcome cosmetic defects
of the detector.

We obtain imaging exposures of ⇠ 0.25 ks and grism
exposures of ⇠ 1.10 ks. Our total exposure grism time with
G141 is 11.0 ks. For a full description of the calibration of
the WFC3/G141 grism, see e.g. Kuntschner et al. (2010).
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Figure 3. HST/WFC3 F110W (Y + J) image centred on CR7
and the immediate surroundings for our G141 grism observations.
We indicate the PA angles used for each of the 2 visits done: one
observing for 2 orbits and the final one observing for 3 orbits. We
also indicate the dispersion direction and the direction in which
bluer/redder light gets dispersed once the grism is used to take
observations. Our observations allow us to avoid contamination
from nearby sources and obtain spectra for each of the compo-
nents A, B and C for CR7.

2.4.1 Data reduction and extraction

We reduce the data following Brammer et al. (2012). The
grism data were reduced using the grism reduction pipeline
developed by the 3D-HST team (e.g. Brammer et al. 2012;
Momcheva et al. 2016). The main reduction steps are fully
explained in detail by Momcheva et al. (2016). In summary,
the flat-fielded and global background-subtracted grism im-
ages are interlaced to produce 2D spectra for each of clumps
A, B and C, independently. We also identify any potential
contamination from faint and/or nearby sources and clearly
identify and subtract it when we extract the 1D spectra. Our
reduced data shows a resolution of R ⇠ 100 (FHWM 150 Å)
at � ⇠ 1.2µm, and thus a resolution of ⇠ 20 Å at ⇠ 1600 Å
rest-frame for CR7 in Ly↵ (z = 6.605).

We extract the spectra of the 3 major components of
CR7 from their central positions by using the rest-frame UV
continuum images obtained with HST. We see clear contin-
uum in the 2D for clump A (the brightest) and weak con-
tinuum from B. We find that apart from some minor con-
tamination at observed � ⇠ 15500 � 15700 Å, the spectrum
of the 3 clumps of CR7 is not contaminated by any other
nearby sources, as expected from our observing planning.
We thus estimate the noise on the CR7 spectrum by ex-
tracting spectra in a range of spatial locations (per clump)
with similarly low contamination. We use the standard de-
viation per wavelength as the estimate of our 1� error and
we use these to quantify the signal to noise and to eval-
uate the significant of both the continuum and the detec-
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Figure 9. HST/WFC3 grism 1D spectra of the three di↵erent clumps of CR7 extracted based on the UV detections of each clump in
the pre- and post-images of the grism observations. Top: Clump A is significantly detected in the UV continuum and is well fitted with
a � = �2.4 ± 0.4 and MUV = �21.7 ± 0.3. Clump B is also detected in the rest-frame continuum but at a much lower significance, while
clump C is not detected in the continuum. Previous photometry (e.g. Bowler et al. 2017b; Matthee et al. 2017b) implies C should be
brighter than B, and thus our results suggest that C may be variable. Bottom: After continuum subtracting the spectra of each clump
we find no significant detection above 3 � of any rest-frame UV line. There are only weak/tentative detections (⇠ 2 �) of Niv] in clump
A and Heii in clump C (which would indicate z = 6.58 ± 0.01 for that source, consistent with the blue-shifted component observed with
ALMA towards the location of clump C). The resolved spectra also show that any potential Heii emission would have to likely come
from or near clump C and not clump A. We assign relatively strong limits to all observed rest-frame UV lines, which we use to further
interpret CR7.

nificant continuum detection, but our spectra is consistent
with � ⇠ �2.8 ± 1.0 and MUV = �20 ± 1. We note that our
detection of continuum in B and non-detection of C is unex-
pected given that previous UV photometry implied clump
C was slightly brighter than B (e.g. Bowler et al. 2017b;
Matthee et al. 2017b). This could mean that the relative
brightness of clumps B and C could be varying.

Overall, from our grism spectroscopy, we find that
clump A is ⇠ 2 � 3 times brighter in UV continuum than
clumps B and C, and that, within the (large) errors, their �
slopes are consistent with each other. We find only tentative
indications that clump B is redder than A, similarly to re-
sults from photometry, but our current errors do not allow
for any strong conclusions to be made. Finally, we find ten-
tative evidence for variability in clump C, having become
fainter in our grism observations than expected from pre-
vious photometry. Observations with HST/WFC3 program
14596 (PI: Fan) will be able to further clarify/confirm our
tentative indications.

3.4 Grism observations: emission-line results

Figure 8 presents our 2D spectra of each of the three
clumps in CR7. For clump A we show both the observed
(continuum-dominated) spectrum, along with the contin-

uum subtracted, while for clump B we show the continuum
subtracted spectrum only and for C we show the observed
spectrum as we make no significant continuum detection (if
anything we find a systematic negative signal). In Figure 9
we present the extracted 1D spectra of each clump.

By using the best continuum fits shown in Figure 9,
we then continuum subtract the spectrum of each clump.
We show the results in the bottom panel of Figure 9, now
in the best resolution possible with the grism data, and in
order to look for any emission or absorption lines. We find
no clear rest-frame UV emission or absorption line above a
3� level in any of the three clumps. Nonetheless, there are
possible/tentative detections which are just above ⇠ 2�:
Niv for clump A (z = 6.60 ± 0.01) and a potential weak
detection of Heii for clump C (which would imply z = 6.58±

0.01). Note that while Niv for clump A is consistent with
the systemic redshift now obtained for clump A with ALMA
(Matthee et al. 2017b), the potential Heii detection towards
C would be consistent with a redshift of z = 6.58�6.59. This
could be related with the blue-shifted [Cii] component found
with ALMA towards C and also the potential Nv (which
would imply z = 6.583 ± 0.001) detection also towards that
spatial location in the system.

In order to better quantify the significance of all rest-
frame UV lines, we measure all lines with Grizli/Emcee
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Table 4. Best-fit physical properties from current constraints of CR7. SFR derived from UV+FIR with a Salpeter IMF. SFRs are taken
from Matthee et al. (2017b), while for � we combine constraints from photometry and our grism spectra.

CR7 Component SFR � Gas-phase logU Likely
(M� yr�1) metallicity (Z�) dominating nature

Full 45 ± 2 �2.2 ± 0.4 0.14+0.08
�0.05 �2.8 ± 0.3 Star-burst

A 27+2
�1 �2.4 ± 0.4 0.13+0.06

�0.03 �2.7 ± 0.3 Star-burst

B 6+2
�1 �1.6 ± 0.8 ⇠ 0.05 � 0.2 – Star-burst

C 7+1
�1 �2.4 ± 0.8 0.11+0.08

�0.03 �2.5 ± 0.5 Star-burst/AGN

three di↵erent cases: when we assume Heii to be detected,
when assuming Nv to be detected, and when assuming that
both Heii and Nv are detected. We note that if one assumes
that no line is detected apart from Ly↵ and only upper lim-
its are used, models are, not surprisingly, completely uncon-
strained.

The extremely luminous Ly↵ detection, together with
a good constraint of the total SFR for CR7 (including dust
corrected UV luminosity with direct measurements of the
dust IR luminosity), implies close to 100% escape fraction,
and thus we assume this for our modelling. We note that
varying this down to e.g. 50% does not change any of the
results. We show our results in Table 4.

If we assume that Heii is real in the system as a whole,
we find that bpass models can reproduce the observations
relatively well if the metallicity of the gas is ⇡ 0.1Z� and
with the metallicity of the stars being able to be slightly
higher at ⇠ 0.2Z�. CR7 as a whole would be easily ex-
plained as a ⇠ 10 � 50 Myr burst with a metallicity of
⇡ 0.1 � 0.2Z�. For this scenario our power-law and black
body models also easily reproduce the observations, imply-
ing gas-phase metallicities of ⇡ 10�20% solar and ionisation
parameters of log U ⇡ �2.8.

Assuming that Nv is real but using Heii as an upper
limit has very strong e↵ects in the interpretation of the sys-
tem as a whole (although see discussion as Nv, if real, it not
likely to come from e.g. clump A, as it is significantly blue-
shifted), as bpass models fail to match the line ratios that
involve Nv, and thus not surprisingly the power-law models
perform much better. In this case we expect a very high ion-
isation parameter in excess of log U ⇡ �1, and a gas-phase
metallicity close to solar. Assuming that both Heii and Nv

are real in the system would lead to similar conclusions as
taking Heii as an upper limit and would still imply an AGN
nature, a very high ionisation parameter, and a roughly solar
gas metallicity for the power-law models.

4.3 CR7 resolved: the nature of each individual
UV clump

Next, we focus on the resolved results and study clumps A,
B and C individually. For clump B the current flux upper
limits do not allow to truly constrain the physical condi-
tions that we explore, but we note that ALMA results hint
for a metallicity of ⇡ 0.1 � 0.2Z� (based on the [Cii]/UV
ratio), while our non-detection of any high ionisation lines
in clump B does not provide any evidence for an unusually
high ionisation parameter or for strong AGN activity.

For clump A, the tentative detection of Niv and the
strong non-detections of other lines allows to place some

constraints on the nature of the source. With current ob-
servations, and even if Niv is real in clump A, there is no
strong evidence for the presence of AGN, as stellar models
(particularly at lower metallicities and/or with binaries) can
easily reproduce the emission line ratios with log U ⇡ �3,
a gas-phase metallicity of ⇠ 10 � 20% solar and a relatively
young burst of ⇠ 10 � 30 Myrs. We therefore conclude that
even in the presence of Niv (at the level measured), the
non-detection of Heii and any other high ionisation line in
clump A suggest the source is powered by a ⇠ 10 � 30 Myr
star-burst of ⇠ 10 � 20% solar metallicity. These results are
consistent with the [Cii] detection and its comparison with
the UV+FIR SFR derived for clump A (see Matthee et al.
2017b).

For clump C, the potential detection of Heii brings in
some evidence of its potential AGN nature, with log U ⇡

�2.5, surrounded by relatively low metallicity gas consistent
with gas-metallicities inferred for clumps A and B (⇠ 10 �

20% solar), but the constraints are currently very weak. If
Nv is found in clump C, or if we associate the potential blue-
shifted Nv line as coming from or around clump C, then the
source would be more likely identified as a high ionisation
source powered by an AGN. Deeper Nv observations centred
on clump C are necessary for this.

We conclude that with the current uncertainties (see
Table 4), all three clumps are consistent with being rela-
tively young star-bursts with similar gas-phase metallicities
of ⇡ 0.1 � 0.2Z�. There is currently no strong evidence for
the presence of an AGN in either clumps A or B, and there
is only tentative evidence for clump C to have a higher ion-
isation parameter and to potentially host an AGN.

4.4 Predictions for JWST under di↵erent
scenarios

Given the constraints presented in Section 4.3 for each
clump, we now explore what they imply in terms of the
various emission lines that JWST will be able to trace: not
only because it will be able to access the rest-frame opti-
cal, but also because it will be able to probe deeper in the
rest-frame UV. CR7 has been announced as a GTO target
for JWST/NIRSpec, and should be observed with the IFU.
Of particular importance are observations in the rest-frame
optical in the range e.g. 2.87�5.27µm, which will be able to
trace all main rest-frame optical lines (3776 � 6934 Å) with
R ⇠ 1000, which results in emission lines with � ⇠ 40 Å
or ⇡ 300 km s�1 (FWHM of ⇡ 700 km s�1). Other dis-
perser/filter combinations can be used and will allow the
complete probing of emission lines from CR7 from Ly↵ to
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IFU NIRSpec GTO/JWST observations of CR7

See Jorryt Matthee’s talk next 
(and arXiv:1709.06569) for the 
[CII] and dust view of CR7 

See also Bowler et al. 2017

Sobral, Matthee et al. 2015b

Sobral, Matthee+ in prep.



Summary and conclusions

• Hα + [OIII] and [OII] selected samples up to z~5: strong evolution
• Lyα escape fractions (<25 kpc) of ~1-2% at z~2 (global ~5%)
• Lyα haloes ubiquitous (~40kpc) in typical SFGs at high-z

• Lyα emitters have higher ξion, and steep faint-end slope
• ξion rises strongly with redshift, likely driven by sub-set of population 

that is selectable as Lyα emitter. LAEs are highly ionising sources

• Luminous Lyα emitters (~1043.5 erg/s) much 
more common than thought: very ionising 
and at z~2-3 essentially all AGN

• Evolution of both ξion and Lya fesc 
• CR7 is revealing how complex z~7 sources 

are: need high spatial resolution (and maybe 
even variability constraints)



Results from emission-line selected galaxies 

Catalogues, Hα, [OII], [OIII] LFs: Sobral+09a,12,13a,15a; Size + merger evolution: Stott+13a; Metallicity 
evolution + FMR: Stott+13b,14; [OII]-Ha at high-z: Sobral+12,Hayashi+13; Dust properties: 

Garn+10,S+12,Ibar+13; Clustering: Sobral+10, Geach+08,13; Khostovan+17; Cochrane+17a,b; [OII]+
[OIII] LFs+MFs and EWs to z~5: Khostovan+15,16; Environment vs Mass: Sobral+11, Koyama+13, 

Darvish+14, Sobral+15b, Darvish+15, Stroe+14,15; AGN vs SF: Garn+10, Lehmer+13, Sobral+16a; 
Calhau+17a,b; Dynamics and gradients: Swinbank+12a,b, Sobral+13b, Stott+14; Lyα at z>7: 

Sobral+09b,Matthee+14

• Emission line selected samples probe dark matter halo hosts of ~1012 Mo across 
cosmic time, with ~single dark matter halo mass and line luminosity relation

• Stellar mass is empirically the best dust extinction estimator
• At higher redshift ELGs become an increasing fraction of the population

See also: MOSDEF, KBSS, 3D-HST

• HiZELS+CFHIZELS++ ~80 Nights UKIRT+Subaru+VLT+CFHT+INT
• Deep & Panoramic extragalactic survey, narrow-band imaging from z to K band 

over ~ 5-10 deg2

• Equally selected “Slices” with >1000 star-forming galaxies in multiple environments 
and with a large range of properties
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Caruana J., Wardlow J., Clay S., 2016, MNRAS, 455, 659
Zheng Z.-Y., et al., 2017, ApJL, 842, L22
de Barros S., Schaerer D., Stark D. P., 2014, A&A, 563, A81

APPENDIX A: REDUCED DATA: PUBLIC
RELEASE

We publicly release all spectroscopic and imaging data de-
scribed and analysed in this paper. This includes the 2Ds
from X-SHOOTER and HST/WFC3, along with the flux
calibrated SINFONI data-cubes. We also release our ex-
tracted 1D spectra, flux calibrated, including our best es-
timate of the 1� noise per wavelength element. We release
these as fits files, available to download with the refereed pa-
per. Raw data is also publicly available for all the data-sets
described here.

APPENDIX B: VARIABILITY IN ULTRAVISTA

In order to understand the puzzling flux di↵erences in the
J band for CR7, we check how the magnitude of CR7 has
changed in the 3 data releases of the UltraVISTA survey.
We retrieve catalogues from the ESO archive and include all
sources that are 1: detected in all UltraVISTA data releases
and 2: within 5 arcmin separation from CR7. CR7 itself is
only detected in all three releases in the Y and J bands. DR1
was released in February 2012, while DR2 was released in
January 2014 and DR3 in April 2016. While DR1 has an av-
erage exposure time of ⇠ 50 ks (including the deep stripes),
the DR2 exposure time at the location of CR7 is 46 ks. DR3
does not seem to have added any exposure time to the region
where CR7 is found, with DR3 listing a total exposure time
of 44.6 ks, down from 46 ks in DR2. Therefore, and accord-
ing to the DR2 and DR3 release documents, the di↵erence
between DR2 and DR3 are to do with the reduction method
and not in additional observations.

We use aperture photometry in 100, 200 and Mag-auto.

This paper has been typeset from a TEX/LATEX file prepared by
the author.

Table B1. Variability check in UltraVISTA. No significant vari-
ability is detected, although we note that the J band magnitude
in DR2 (used in Sobral et al. 2015) was boosted by 0.1-0.5 dex
(depending on the aperture) with respect to DR3. This led to
an over-estimate of the Heii line-flux, as J band photometry was
used to calibrate the spectrum.

Colour Aperture Excess Excess-err Significance

J DR3-DR2 mag-auto 0.508 0.303 1.7�
J DR3-DR2 ap1 0.338 0.262 1.3�
J DR3-DR2 ap2 0.125 0.299 0.4�
J DR1-DR2 mag-auto -0.051 0.313 -0.16�

Y DR3-DR2 mag-auto 0.117 0.298 0.4�
Y DR3-DR2 ap1 0.007 0.262 0.0�
Y DR3-DR2 ap2 -0.034 0.291 -0.1�
Y DR1-DR2 mag-auto 0.128 0.306 0.4�
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Figure B1. Comparison mag-auto UltraVISTA J DR3 and DR2,
sources within 5 arcmin of CR7. CR7 in shown red and compared
to all other sources in grey.
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• LAEs as the sub-set of LBGs 
+ AGN that have the 
measured properties to 
easily re-ionise the Universe

Did Lyα emitters re-ionise the Universe? Possibly!

• Robertson+13 assumptions: 
logξion = 25.2, fesc = 20%

• Based on measurements/
constraints (z=2-3):

• LBGs: 100%ρUV; logξion=25.3, 
fesc ~ 3%

• LAEs: f(z)ρUV; logξion=25.6, 
fesc ~ 13%
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Figure 9. Ly↵ FWHM versus Ly↵ and UV luminosity (MUV) for z = 2 � 3 (our study). Overall, we find that Ly↵ FWHMs tend to
increase with both Ly↵ and UV luminosities, but this is strongly driven by AGN and even more so by broad-line AGN; for narrow-line
emitters the trend is weaker. We find that the median FWHM of AGN is about ⇠ 4 times higher than that of SFGs (mostly driven by
broad-line AGN). Interestingly, even our NL SFGs present median FWHMs which are slightly higher than similar sources at z ⇠ 6 � 7.
The di↵erence between the typical FWHM of the brightest sources (> 1043.5 erg s�1) at z ⇠ 2 � 3 and those at z ⇠ 6 � 7 is particularly
striking at the highest UV and Ly↵ luminosities, being a factor of 2 to 4 higher at z ⇠ 2 � 3 than at z ⇠ 6 � 7.

et al. 2017a) should be taken as a lower limit to the AGN
fraction, both due to variability and to the typically high
accretion rates needed for detection. Finally, when we com-
pare our results with z ⇠ 6 � 7 we find a striking di↵erence,
particularly at the highest UV and Ly↵ luminosities. This is
because while our brightest sources are all AGN, at z ⇠ 6�7
the brightest sources (Matthee et al. 2017b) show no AGN
signature down to current limits. We explore this further in
§6.1.

4.5 The relation between Ly↵ FWHMs, UV and
Ly↵ luminosities at z ⇠ 2 � 3

In Figure 9 we investigate how Ly↵ FWHM may depend on
rest-frame UV and Ly↵ luminosities for the bright Ly↵ emit-
ters within our sample at z ⇠ 2 � 3. By expanding the scale
(upper panels) to include the broad-line AGN, one can find
a relatively clear relation between Ly↵ FWHM and both UV
and Ly↵ luminosities. However, for the NL emitters, the re-
lation is somewhat weaker/with a shallower slope, as can be
seen in Figure 9. Briefly, and qualitatively, our results could
imply two di↵erent scalings between Ly↵ or UV luminosities
and the observed Ly↵ FWHMs: one driven by star-formation
and another which is driven by the AGN activity/broad-line
region.

We also compare in Figure 9 our results at z ⇠ 2�3 with
the literature at higher redshift for Ly↵ emitters with com-

parable Ly↵ and UV luminosities. We find that at higher
redshift there is little to no relation between FWHM and
UV and Ly↵ luminosity. Furthermore, we find an o↵set be-
tween the median FWHM at z ⇠ 2 � 3 in our sample and
z ⇠ 6�7. Such an o↵set is particularly striking at the highest
Ly↵ luminosities (> 1043.3 erg s�1 cm2) and the highest UV
luminosities (< �21.5), as the median FWHM at z ⇠ 6�7 is
relatively narrow (⇠ 250� 300 km s�1), while the median at
z ⇠ 2 � 3 is above 1000 km s�1 at these very high luminosi-
ties. This clearly indicates that the powering sources (and
the ISM/IGM conditions) needed to result in high Ly↵ and
UV luminosities are very di↵erent at z ⇠ 6�7 and z ⇠ 2�3.
One of the reasons for such strong di↵erence in the nature of
the brightest Ly↵ emitters may well be the powering sources
at high Ly↵ luminosities: at z ⇠ 2 � 3 we seem to find AGN
are required, while at higher redshift sources may have even
higher escape fractions/have high merger fractions, and be
driving lower velocity outflows, and thus may be able to get
to higher Ly↵ luminosities without requiring AGN-like pow-
ering sources. We discuss this further in Section 6. We also
note that for SFGs there is almost no relation (or just a
very weak relation), and thus in that sense those sources are
similar to the z ⇠ 6 � 7 sample.
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Figure 7. The relation between rest-frame UV luminosities
(MUV) and the UV � slope for our sources and comparison with
other studies: LBGs from z ⇠ 2 � 4 (Bouwens et al. 2009), LAEs
at z ⇠ 2.2 (Sobral et al. 2017) and also the brightest z = 6.6 Ly↵
emitters (BLAEs; Ouchi et al. 2013; Matthee et al. 2015; Sobral
et al. 2015; Matthee et al. 2017b). We find that our sources are
in general always bluer than the population of Lyman-break se-
lected sources at a similar redshift, with the deviation becoming
very strong at the highest UV luminosities in the regime 100%
dominated by AGN. Our brightest sources in the UV have similar
� slopes as e.g. Himiko, CR7, VR7, but at z ⇠ 2 � 3 they are all
AGN, while at z ⇠ 6�7 there is no evidence for AGN yet in these
luminous Ly↵ emitters. Overall, our sources are consistent with
being the bluest/less dust extinguished out of the full population
at any given MUV covered.

AGN out of the sample of 19 classifiable. Our results there-
fore imply a total AGN fraction of 47 ± 11 % for luminous
Ly↵ emitters at ⇠ 2 � 3. Relatively high AGN fractions
have also been found for bright Ly↵ emitters at z ⇠ 0.3 � 1
(e.g. Wold et al. 2014) and at z ⇠ 2 � 3 (e.g. Ouchi et al.
2008; Sobral et al. 2017; Matthee et al. 2017a), while for
the much fainter, numerous Ly↵ emitters the AGN fraction
is typically within a few per cent at maximum (e.g. Ouchi
et al. 2008; Oteo et al. 2015, ; Calhau et al. in prep.). Our
stacks of only star-forming galaxies yield emission line ratio
limits that place the full sample well in the star-forming re-
gion of Figure 6, while the stack of AGN places the full AGN
sample (which is very diverse) at the tip of the AGN classifi-
cation region. We will further explore how the AGN fraction
is strongly correlated with both Ly↵ and UV luminosity in
Section 4.4, as our stacks in Figure 6 also suggest, with the
faintest sources in UV and Ly↵ being SF dominated, while
the more luminous ones are AGN dominated.

4.2 The UV properties of luminous Ly↵ emitters

In order to place our sample of bright Ly↵ emitters in the
context of other populations, particularly those selected with
the Lyman-break technique, it is useful to investigate the
relation between M

UV

and � and compare those for di↵erent
populations. We list the individual M

UV

and � values for
each source in Table 2.

In Figure 7 we show how MUV relate to � for our
sample, and also compare our sources with the literature

(Bouwens et al. 2009; Matthee et al. 2015; Sobral et al.
2015, 2017; Matthee et al. 2017b). We find little to no cor-
relation between M

UV

and � for our luminous Ly↵ selected
sources as a whole, with our sources being generally very
blue (� ⇡ �2) irrespective of UV luminosity (Figure 7). We
also find that sources deviate most from the Bouwens et al.
(2009) relation at the brightest UV luminosities, which may
be a consequence of di↵erent processes/powering nature (e.g.
AGN/outflows) a↵ecting the measured M

UV

and �.
The most luminous Ly↵ emitters at z ⇠ 2 � 3 with UV

luminosities around M⇤
UV

and below (⇡ �21) are consistent
with being the bluer sub-sample within the general sample of
Lyman-break galaxies (Bouwens et al. 2009). Interestingly,
our UV brightest have � slopes (and UV luminosities) con-
sistent with the brightest Ly↵ emitters within the epoch of
re-ionisation (CR7, VR7, Himiko; Sobral et al. 2015; Zabl
et al. 2015; Bowler et al. 2017). Our results would suggest
no strong evolution in the apparent UV properties (without
relying on spectroscopy) of the brightest Ly↵ emitters from
z ⇠ 6�7 to z ⇠ 2�3. However, our UV brightest sources are
all AGN, while no clear evidence for AGN has been found
in equally bright sources at z ⇠ 6 � 7. We investigate this
further in Section 4.5.

4.3 The relation between Ly↵ and UV at z ⇠ 2 � 3

In Figure 8 we compare Ly↵ luminosities with rest-frame
UV luminosities. We find that the most UV bright within
our sample are also the brightest in Ly↵, but the relation
shows some significant scatter, leading to a 4 dex spread in
MUV for just over 1 dex spread in Ly↵ luminosity. Such scat-
ter could be due to dust and the powering source of the
ionising photons giving rise to Ly↵ (as we show in Figure
8). One also expects that sources may have di↵erent Ly↵
escape fractions, even though it is known that Ly↵ emit-
ters (Ly↵-selected) tend to have typically high Ly↵ escape
fractions (Nilsson et al. 2009; Wardlow et al. 2014; Trainor
et al. 2015; Sobral et al. 2017). We show lines of constant
Ly↵ escape fraction (correcting for dust extinction by using
the UV � slope; see Section 3.7), which, under very simple
assumptions, can easily explain the scatter observed. Many
of our Ly↵ sources are consistent with having very high Ly↵
escape fractions, up to ⇡ 100%, which may explain why they
are so Ly↵ bright. Alternatively, they may (also) have other
power sources hidden in the UV and/or a higher ionisation
e�ciency, ⇠

ion

(e.g. Matthee et al. 2017c). Overall, lumi-
nous Ly↵ emitters at z ⇠ 2 � 3 have an average Ly↵ escape
fraction (based on our assumptions) of 50±30 %, with these
ranging from ⇡ 10 to ⇡ 100 %. While some of our sources are
consistent with having Ly↵ escape fractions close to 100%,
none of them requires a non-physical escape fraction to be
explained, nor require significant burstiness to be evoked.

We also compare our sample to Ly↵ emitting sources at
higher redshift in Figure 8 from a large compilation (Matthee
et al. 2015; Santos et al. 2016) by Matthee et al. (2017b).
We find that our sources are very similar to those at z ⇠

6 � 7, not only towards the fainter region of the parameter
space, but also at the bright UV and Ly↵ luminosities, where
we find sources similar to the brightest Ly↵ emitters found
within the epoch of re-ionisation. However, some sources at
higher redshift seem to show even higher Ly↵ luminosities
than those predicted from 100% Ly↵ escape fractions, even
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Figure 7. The Ly↵ luminosity function for our combined UDS and COSMOS coverage and down to a Ly↵ EW0 > 5 Å. We find that the
LF is well fitted by a Schechter function up to ⇠ 1043 erg s�1, but seems to become a power-law for higher luminosities. We also show
the Ly↵ luminosity function presented by Hayes et al. 2010 at z = 2.2 and the recent determination at z = 2.2 by Konno et al. 2016.
We find good agreement with the wide and deep survey of Konno et al. 2016, including the departure from the Schechter function. The
agreement becomes excellent when we apply the same selection as in Konno et al. 2016, i.e., use all NB392 emitters and assume all are
Ly↵ (see Figure 6). While it may seem that we are in disagreement with Hayes et al. 2010, we note that their data-points, due to probing
a very deep, but very small volume, only probe the faintest of our two bins, and this there is no significant disagreement, particularly
given the expected cosmic variance, as Hayes et al. 2010 only investigated a single small field. We also show the extinction-corrected H↵
luminosity function from Sobral et al. 2013, transformed into Ly↵ with a 5% escape fraction.

emitters become a progressively lower fraction of the full
sample of emitters; see e.g. Matthee et al. 2014 or Matthee
et al. 2015), a relatively high EW cut was used. This assured
that lower redshift emitters would be excluded. The typical
value for this cut has been EW0 ⇠ 25 Å.

As our sample is able to probe down to Ly↵ rest-frame
EWs of 5 Å, we have the opportunity to investigate how
complete sample with higher rest-frame EW cuts may be
and what is the e↵ect on e.g. the Ly↵ luminosity function.
Figure 8 shows the distribution of Ly↵ rest-frame EWs at
z = 2.23. We find that the median EW0 at z = 2.23 is
⇡ 100 Å, with a tail at both higher rest-frame EWs (highest:
390 Å) and lower (lowest: 5.1 Å). If we were to apply a cut at
EW0 > 25 Å, we would still recover 89% of our full sample of
Ly↵ emitters. By imposing a cut of EW0 > 50 Å, we would
only recover 69% of all Ly↵ emitters.

However, the most interesting question is whether the
Ly↵ emitters missed occupy a specific parameter space. We
find that apart from missing Ly↵ emitters at all luminosi-
ties, we preferentially cut-o↵ the bright Ly↵ emitters which
are responsible for the apparent power-law behaviour, by
imposing progressively higher rest-frame EW cuts. In prac-
tice, while EW0 cuts from 5 to 25 to 50 Å result in missing

11 and 31% of Ly↵ emitters as a whole, for L > 1043 erg s�1

Ly↵ emitters we actually lose 70% and 90%, respectively.
This means that Ly↵ surveys with high rest-frame EWs will
likely not see the brightest Ly↵ emitters, and will miss the
power-law component of the Luminosity function.

In Figure 8 we also compare the rest-frame EW distri-
bution of our Ly↵ emitters with H↵ emitters at the same
redshift (Sobral et al. 2014b) and the EW distribution of
Ly↵ emitters at higher redshift (z = 5.7 Santos et al. 2016).
We find that H↵ emitters at z = 2.23 show much higher
EWs than Ly↵ selected sources at the same redshift. Inter-
estingly, if one reduces the H↵ EWs by ⇡ 60%, the distribu-
tion becomes relatively similar to the one observed in Ly↵.
This is not at all the case for the distribution of EWs for
higher redshift Ly↵ emitters, selected over a similar range
in luminosities from Santos et al. (2016). Ly↵ emitters at
z ⇠ 6 present a much broader EW distribution, with a tail
at very high EWs.

In the following Section we derive luminosity functions
with the three di↵erent EW cuts, by applying appropriate
completeness corrections, and provide a more quantitative
conclusion regarding the e↵ect of the EW cut.
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Figure 8. The rest-frame EW distribution of Ly↵ selected emit-
ters at z = 2.23. We find an average EW0 = 85 ± 57 Å, with
a mode of ⇡ 100 Å. We find that 11% of all Ly↵ emitters have
5 <EW0 < 25 Å, but that the lower EW0 Ly↵ emitters are pref-
erentially the brightest in Ly↵ luminosity, and are those respon-
sible for the power-law behaviour of the Ly↵ luminosity func-
tion. Thus, while the “traditional” EW0 > 25 Å cut still recovers
⇠ 90% of Ly↵ emitters at z = 2.23, it only recovers 30% of the
bright (L > 1043 erg s�1) Ly↵ emitters. An EW0 cut of 50 Åis
even more incomplete, recovering only 10 ± 10% of bright Ly↵
emitters. We also show the H↵ EW0 distribution of H↵ emitters
from Sobral et al. 2014a, from the ⇠same volume surveyed with
Ly↵. This clearly shows that the rest-frame EW distribution of
H↵ is shifted to higher values.

5.5 Ly↵ luminosity function at z = 2.23: EW
dependence

We apply di↵erent EW cuts, and study the e↵ect on the Ly↵
luminosity function at z = 2.23. In practice, apart from our
EW0 5 Å cut, we also apply a 25 Å and a 50 Å. For all these
di↵erent EW0 cuts, we re-do our Ly↵ selection, in order
to eliminate interlopers, as described before. Also, for each
new selection, as our EW cut changes, our completeness also
changes, and thus we re-compute it and apply the appropri-
ate corrections for each cut. This means that while a higher
EW cut results in a lower completeness, our corrections can
account for at least part of that.

We show our results in Figure 9, which shows the e↵ect
of varying the Ly↵ EW0. We also compare the results with
a simple EW cut of 20 Å and no filtering of the di↵erent
population of emitters, similar to Konno et al. (2016).

We find that for Ly↵ selected samples a higher EW cut
preferentially lowers the number densities at the bright end,
eliminating the power-law component, and making the LF
look steeper. On the other hand, s simple EW cut, with-
out filtering out the non Ly↵ emitters from the sample, still
leads to significant contamination at all luminosities, and
still particularly at the bright end. We find that in order to
eliminate such contaminants e↵ectively one requires a rel-
atively high EW of at least > 50 Å, but that is far from
ideal, as it will also eliminate a significant fraction of real
luminous Ly↵ emitters, which we know are spectroscopically
confirmed.
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All emitters EW0 > 20 Å

Figure 9. The e↵ect of varying the Ly↵ EW0 cut for selecting
Ly↵ emitters. The usual cut, mostly driven by the typical filter
FWHMs is EW0 > 25 Å, which we compare with our much more
complete sample down to EW0 > 5 Å, but also with a more ex-
treme cut at EW0 > 50 Å. We also compare the results with a
simple EW cut of 20 Å and no filtering of the di↵erent popula-
tion of emitters. For di↵erent EW cuts, we re-compute all our
completeness corrections per field to take into account that our
selection changes (a higher EW cut means a lower completeness,
so our completeness corrections increase). We find that for Ly↵ se-
lected samples a higher EW cut preferentially lowers the number
densities at the bright end, eliminating the power-law component,
and making the LF look steeper. On the other hand, s simple EW
cut, without filtering out the non Ly↵ emitters from the sample,
still leads to significant contamination at all luminosities, and still
particularly at the bright end. We find that in order to eliminate
such contaminants e↵ectively one requires a relatively high EW
of at least > 50 Å, but that is far from ideal, as it will also elim-
inate a significant fraction of real luminous Ly↵ emitters, which
we know are spectroscopically confirmed.

6 THE LY↵ ESCAPE FRACTION AT Z = 2.23

6.1 Ly↵ emitters at z = 2.23: the H↵ view

The H↵ stack of our Ly↵ emitters (after applying all correc-
tions) reveals that our sample of Ly↵ selected sources has a
star formation rate of 9.5 ± 0.7M� yr�1. We show the H↵
stack, a comparison to the rest-frame (H↵ subtracted) R
band stack, and to the Ly↵ stack of all our emitters in Fig-
ure 10. We find that the Ly↵ emission of our Ly↵ emitters is
significantly more extended (diameter of about 40 kpc) than
the H↵ emission (even though H↵ is already more extended
than the continuum rest-frame R band). Our results are con-
sistent with those presented in Matthee et al. (2016) for a
sub-set of Ly↵-H↵ emitters at z = 2.23, and reveal that Ly↵
emitters have prevalent, bright, but still relatively extended
Ly↵ emission (see full discussion in Matthee et al. 2016).

6.2 The high Ly↵ escape fraction for Ly↵ selected
sources at z = 2.23

Assuming case B recombination, we use the H↵ stack (after
applying all corrections) to measure an escape fraction of
30.8 ± 6.5%. This is significantly above the global average
or the escape fraction for H↵ selected/more typical star-
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z ⇠ 3 and at higher redshift, although it is expected to be
less important than at z ⇠ 2.

We note that the bright-end power-law component of
the Ly↵ luminosity function is consistent with being domi-
nated by luminous X-ray AGN. We can conclude this be-
cause 10 out of the 12 (83 ± 36%) Ly↵ emitters with
L > 1043 erg s�1 are detected in Chandra/X-rays with lumi-
nosities in excess of ⇡ 1043.5 erg s�1 (Civano et al. 2016). We
note that while these sources have significant Lyman-breaks,
and all are X-ray sources, two of our Ly↵ emitters are also
candidates for being strong Lyman continuum (LyC) leakers
(Matthee et al. 2016a). This is consistent with the poten-
tial connection between the escape of Ly↵ and LyC photons
(see e.g. Verhamme et al. 2015, 2016; Dijkstra et al. 2016;
Vanzella et al. 2016).

5.2 Ly↵ luminosity function: how important is it
to remove contaminants?

We have presented the Ly↵ luminosity function at z = 2.23
with our robust Ly↵ selected sample (see Figures 7 and 6),
which goes down to EW0 ⇡ 5 Å. We stress that for the high-
est Ly↵ luminosities (> 1043 erg s�1), we have spectroscopic
redshifts for 50% of all line emitters. We now investigate the
role of selecting Ly↵ among all narrow-band emitters (see
Figure 7). This is particularly relevant as most studies un-
til now have made the assumption that contamination from
other lines should be negligible. We have already showed
how important it actually is in practice when we presented
the distribution of photometric and spectroscopic redshifts
in §3.2, but here we place that into the context of deriving
Ly↵ luminosity functions. This may be particularly relevant
to understand and discuss significant di↵erences in results
with other studies.

In order to address this issue, we compare our most ro-
bust results, after carefully selecting Ly↵ emitters (and using
the wealth of spectroscopic redshifts available), with those
we would have derived if we assumed that the sample was
dominated by Ly↵ emitters (as long as we apply a particular
EW cut). We show the results in Figure 7. It is particularly
interesting to compare the results from a recent study, that
also targeted COSMOS and UDS, with a slightly di↵erent
filter (Konno et al. 2016). The crucial di↵erence between our
study and Konno et al. (2016) is that we use spectroscopic
and photometric redshifts, colour-colour selections and take
advantage of dual/triple and quadruple narrow-band detec-
tions for other emission lines. We thus obtain a very robust
sample of Ly↵ emitters, and exclude confirmed and very
likely contaminants. As presented in §3.2, around ⇡ 50%
of the emitters are not Ly↵, with the bulk of them being
Ciii] and Civ, not [Oii]. However, Konno et al. (2016) as-
sume that all narrow-band excess sources above a certain
EW correspond to Ly↵.

In order to compare our results, we apply the EW0 cut
(EW0 > 20 Å) of Konno et al. (2016), and no other selection
criteria. Based on our spectroscopic redshift, this results in a
highly contaminated sample (16 confirmed contaminants out
of 21 sources with spectroscopy; 76% contamination), whilst
being relatively incomplete for bright Ly↵ emitters: only 5
spectroscopically confirmed Ly↵ emitters are recovered out
of the 11 (completeness ⇠ 45%).

We can now derive a new luminosity function, fully com-
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Figure 7. The Ly↵ luminosity function for our combined COS-
MOS and UDS coverages down to a Ly↵ EW0 > 5 Å. We com-
pare with what we would obtain by not removing contaminants,
but instead applying only a higher EW cut (EW0 > 20 Å), to
directly compare with Konno et al. (2016). We find that we
can fully recover the results of Konno et al. 2016, including a
much higher number density of very bright sources. However, as
our spectroscopic (we have spectroscopic redshifts for 50% of all
> 1043 erg s�1 line emitters) and photometric redshift analysis
shows, this is driven by the presence of Ciii] and Civ emitters.
We also investigate and show the e↵ect of varying the Ly↵ EW0

cut in addition to our robust Ly↵ selection (redshifts and colour-
colour selection). For di↵erent EW cuts, we re-compute all our
completeness corrections per field to take into account that our se-
lection changes (a higher EW cut means a lower completeness, so
our completeness corrections increase). We find that completeness
corrections can compensate for incompleteness at the faint end,
but the bright end becomes significantly incomplete for higher
EW cuts.

parable with Konno et al. (2016), which we show in Figure 7.
Our results show a remarkable agreement at all luminosities,
and we recover the much higher number density of very lumi-
nous sources. We also confirm that those additional sources
are all X-ray sources, but we check that the vast majority
are spectroscopically confirmed Ciii] and Civ emitters. We
note that since GALEX data are also available it is rela-
tively easy to identify Ciii] and Civ emitters, as they will
have Lyman-breaks at shorter wavelength than Ly↵ emit-
ters, even if spectroscopic redshifts are not available.

Only spectroscopic follow-up can completely establish
the exact shape of the bright end of the Ly↵ luminosity
function (for the remaining 50% of the sources spectroscopic
redshifts are not currently available). Nevertheless, we can
already conclude that it is crucial to remove contaminants,
even for surveys in the bluest optical bands like ours. Our
“Ly↵”luminosity function obtained by using all NB392 emit-
ters can also be seen as a strong upper limit for the real
Ly↵ luminosity function, as it already contains a significant
number of confirmed contaminants, which become more and
more significant at the highest luminosities. As our data al-
low us to derive contamination fractions per bin, we com-
pute them and apply them to Konno et al. (2016), to derive
a Ly↵ luminosity function which is fully comprable to ours.
We show the results in Figure 6.

MNRAS 000, 1–17 (2016)
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Global Lyα escape fraction from SFGs at z=2.23 (Hα)

• Global Lyα fesc: 5.1±0.2% (<25 kpc) and 8.4±0.4% (<40 kpc)
• Lyα emitters have Lyα fesc 37±7% (<25 kpc)
• [most Lyα emitters consistent with Lyα fesc ~100% up to even larger radii]

Constraints on LyC escape and relation to Lyα

• Global LyC escape fraction at z~2.2: very 
low (~3-5%). 

• Maybe median (all SFGs) can even be 
actually 0.0% but a few strong LyC leakers

• 5% of sources (Lyα emitters?) may have 
large escape fractions, making it enough to 
account for fesc

Matthee, Sobral et al. 2016; Matthee, Sobral et al. 2017a; Sobral, Matthee et al. 2017a
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Figure 4. Evolution of the globally averaged hfesci, which is ob-
tained by forcing the emissivity of the integrated H↵ (z = 2.2)
and UV (z ⇡ 4 � 5) LF to be equal to the emissivity mea-
sured by IGM absorption models from Becker & Bolton 2013.
The z ⇡ 4 � 5 results are based on a UV luminosity function
which is then corrected to a SFR function with H↵ measure-
ments from Spitzer/IRAC, which implicitly means using a value
of ⇠ion (SFR functions are presented in Smit et al. 2015, but see
also Bouwens et al. 2016). The error bars of red and blue sym-
bols include estimates of the systematic uncertainties. The green
diamond shows the estimated value by Cristiani et al. 2016, who
combined IGM constraints with a UV LBG and the emissivity of
QSOs at z = 3.6� 4.0.

entire range of SFGs (e.g. Oteo et al. 2015) and might thus
miss dusty star-forming galaxies and ii) there are additional
uncertainties in converting non-ionizing UV luminosity to
intrinsic LyC luminosity (in particular the dust corrections
in ⇠ion and uncertainties in the detailed SED models in
(LUV /LNUV )int). An issue is that H↵ is very challenging to
observe at z & 2.8 and that a potential spectroscopic follow-
up study of UV selected galaxies with the JWST might yield
biased results.

5.1 Redshift evolution

Using the methodology described in §5, we also compute
the average fesc at z = 3.8 and z = 4.9 by using the SFR
functions of Smit et al. (2015), which are derived from UV
luminosity functions, a Meurer et al. (1999) dust correction
and a general o↵set to correct for the di↵erence between
SFR(UV) and SFR(H↵), estimated from Spitzer/IRAC pho-
tometry. This o↵set is implicitly related to the value of ⇠ion
from Bouwens et al. (2016), which is estimated from the
same measurements. We combine these SFR functions, con-
verted to the H↵ luminosity function as in §2.1.2, with the
IGM emissivity from Becker & Bolton (2013) at z = 4.0 and
z = 4.75, respectively. Similarly to the H↵ luminosity den-
sity, we use the analytical integral of the Schechter function.
Similarly as at z = 2.2, we conservatively increase the error
bars by a factor

p

2 to take systematic uncertainties into ac-
count. This results in hfesci = 2.7+7.2

�2.3 % and hfesci = 6.0+13.9
�5.2

% at z ⇡ 4 and z ⇡ 5, respectively, see Table 2. When in-

cluding a (maximum) quasar contribution from Madau &
Haardt (2015) as described above, we find hfesci = 0.0+3.0

�0.0

% at z ⇡ 4 and hfesci = 2.1+6.2
�2.1 %.

As illustrated in Fig. 4, the global escape fraction is low
at z ⇡ 2 � 5. While dust has been corrected for with dif-
ferent methods at z = 2.2 and z ⇡ 4 � 5, we note that the
di↵erences between di↵erent dust correction methods are not
expected to be very large at z ⇡ 4�5. This is because higher
redshift galaxies typically have lower mass, which results in
a higher agreement between dust correction methods based
on either Mstar or �. One potentially important caveat is
that our computation assumes that the H↵ and UV lumi-
nosity functions include all sources of ionizing photons in
addition to quasars. An additional contribution of ionizing
photons from galaxies which have potentially been missed
by a UV selection (for example sub-mm galaxies) would de-
crease the global fesc. Such a bias is likely more important
at z ⇡ 3�5 than z ⇡ 2 because the z ⇡ 2 sample is selected
with H↵ which is able to recover sub-mm galaxies. Even un-
der current uncertainties, we rule out a globally averaged
hfesci > 20 % at redshifts lower than z ⇡ 5.

These indirectly derived escape fractions of ⇠ 4 % at
z ⇡ 2�5 are consistent with recently published upper limits
from Sandberg et al. (2015) at z = 2.2 and similar to strict
upper limits on fesc at z ⇠ 1 measured by Rutkowski et al.
(2016), see also Cowie et al. (2009); Bridge et al. (2010). Re-
cently, Cristiani et al. (2016) estimated that galaxies have
on average hfesci = 5.3+2.7

�1.2 % at z ⇡ 4 by combining IGM
constraints with the UV luminosity function from Bouwens
et al. (2011) and by including the contribution from quasars
to the total emissivity. This result is still consistent within
the error-bars with our estimate using the Madau & Haardt
(2015) quasar contribution and Smit et al. (2015) SFR func-
tion. Part of this is because we use a di↵erent conversion
from UV luminosity to the number of produced ionizing pho-
tons based on H↵ estimates with Spitzer/IRAC, and because
our computation assumes fesc,quasars = 100%, while Cristiani
et al. (2016) uses fesc,quasars ⇡ 70%.

Furthermore, our results are also consistent with ob-
servations from Chen et al. (2007) who find a mean escape
fraction of 2±2 % averaged over galaxy viewing angles using
spectroscopy of the afterglow of a sample of �-Ray bursts at
z > 2. Grazian et al. (2016) measures a strict median upper
limit of frelesc < 2 % at z = 3.3, although this limit is for rela-
tively luminous Lyman-break galaxies and not for the entire
population of SFGs. This would potentially indicate that the
majority of LyC photons escape from galaxies with lower lu-
minosity, or galaxies missed by a Lyman-break selection, i.e.
Cooke et al. (2014) or that they come from just a sub-set of
the population, and thus the median fesc can even be close
to zero. Khaire et al. (2016) finds that fesc must evolve from
⇡ 5 � 20 % between z = 3 � 5, which is allowed within the
errors. However, we note that they assume that the num-
ber of produced ionizing photons per unit UV luminosity
does not evolve with redshift. In §6.5 we find that there is
evolution of this number by roughly a factor 1.5, such that
the required evolution of fesc would only be a factor ⇡ 3.
While our results indicate little to no evolution in the aver-
age escape fraction up to z ⇡ 5, this does not rule out an
increasing fesc at z > 5, where theoretical models expect an
evolving fesc (e.g. Kuhlen & Faucher-Giguère 2012; Ferrara
& Loeb 2013; Mitra et al. 2013; Khaire et al. 2016; Sharma
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Figure 3. The reduced 2D spectra from our DEIMOS obser-
vations, labelled with ID and redshift, listed from the brightest
(top) to the faintest (down), up to GN-NB5-5878. In addition,
we also show 3 sources (final 3 sources) that were not selected as
Ly↵ emitters but had strong excess/they were emission line can-
didates. We show 1.5, 2, 3, 4, 5, 6, 10, 20� contours. Our bright-
est source, BR3, only has a second order Ly↵ spectrum in our
DEIMOS data, but we detect it at high S/N in our WHT/ISIS
data, see Figure 2. Our sources present a wide variety of properties
and line profiles. Some sources show a blue bump, and those with
significant continuum also reveal the Ly↵ forest. B-NB5-25550 is
a particularly interesting case, as it is an extremely bright quasar
at higher redshift, but was selected to be a potential line emitter
due to a strong transmission of the IGM at z ⇠ 3.1, mimicking
an emission line, while the Lyman limit mimics the break usually
observed at Ly↵.

data, with the necessary di↵erences, particularly for the
XSHOOTER NIR arm which allows us to obtain [Oiii] and
H↵ for the z ⇠ 2.2 Ly↵ emitters (NIR spectral properties
will be fully discussed in Sobral et al. in prep.).

In short, we start by identifying/grouping frames by
classification. We then identify and process the bias frames
(to create master biases in the UV and optical arms) and
dark current (NIR arm). We then produce master flats per
arm and flat-field the data. Finally, sky subtraction and
wavelength calibration is done.

In order to obtain the final flux calibration, the stan-
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Figure 4. The reduced 2D spectra from our XSHOOTER obser-
vations, labelled with ID and redshift. We order them based on
the Ly↵ luminosity if all of them were Ly↵, but note that within
the sample of very bright candidates we find a star (with a peak
in flux which was picked up by the narrow-band filter, and colours
which can mimic the Lyman-break for a bright quasar) and an
[Oii] emitter (CALYMHA-438). We display all spectra in the 2D
S/N space, with a Gaussian kernel of 3 spatial and spectral pixels.
We show 1.5, 2, 3, 4, 5, 10, 20� contours and use contrast cuto↵s
at �1 and +2� to display the 2D spectra. Our sources present a
wide variety of properties and line profiles, with some very broad
lines (FWHMs well in excess of 1000 km s�1) at the highest Ly↵
luminosities, and narrower Ly↵ lines at lower Ly↵ luminosities.
One of our sources (CALYMHA-147, the faintest) also shows a
potential blue bump, and those with significant continuum also
reveal the Ly↵ forest/neutral gas within the close proximity and
along the line of sight. Note that the “negative flux” regions are
a consequence of jittering over ±300 along the slit.

dard stars Hip108612, GD71, Hip033300 and Feige110 (see
Table A4) have been observed. We use the X-SHOOTER
pipeline to reduce the standard stars in the same way as
the science targets and combine the exposures from single
observing blocks.

In the case that a source has been observed by multiple
observing blocks, we co-add the frames by weighting each
frame with the inverse of the variance (noise) in 2D and by
correcting for slight positional variations based on the posi-
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Figure 3. The reduced 2D spectra from our DEIMOS obser-
vations, labelled with ID and redshift, listed from the brightest
(top) to the faintest (down), up to GN-NB5-5878. In addition,
we also show 3 sources (final 3 sources) that were not selected as
Ly↵ emitters but had strong excess/they were emission line can-
didates. We show 1.5, 2, 3, 4, 5, 6, 10, 20� contours. Our bright-
est source, BR3, only has a second order Ly↵ spectrum in our
DEIMOS data, but we detect it at high S/N in our WHT/ISIS
data, see Figure 2. Our sources present a wide variety of properties
and line profiles. Some sources show a blue bump, and those with
significant continuum also reveal the Ly↵ forest. B-NB5-25550 is
a particularly interesting case, as it is an extremely bright quasar
at higher redshift, but was selected to be a potential line emitter
due to a strong transmission of the IGM at z ⇠ 3.1, mimicking
an emission line, while the Lyman limit mimics the break usually
observed at Ly↵.
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XSHOOTER NIR arm which allows us to obtain [Oiii] and
H↵ for the z ⇠ 2.2 Ly↵ emitters (NIR spectral properties
will be fully discussed in Sobral et al. in prep.).

In short, we start by identifying/grouping frames by
classification. We then identify and process the bias frames
(to create master biases in the UV and optical arms) and
dark current (NIR arm). We then produce master flats per
arm and flat-field the data. Finally, sky subtraction and
wavelength calibration is done.
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vations, labelled with ID and redshift. We order them based on
the Ly↵ luminosity if all of them were Ly↵, but note that within
the sample of very bright candidates we find a star (with a peak
in flux which was picked up by the narrow-band filter, and colours
which can mimic the Lyman-break for a bright quasar) and an
[Oii] emitter (CALYMHA-438). We display all spectra in the 2D
S/N space, with a Gaussian kernel of 3 spatial and spectral pixels.
We show 1.5, 2, 3, 4, 5, 10, 20� contours and use contrast cuto↵s
at �1 and +2� to display the 2D spectra. Our sources present a
wide variety of properties and line profiles, with some very broad
lines (FWHMs well in excess of 1000 km s�1) at the highest Ly↵
luminosities, and narrower Ly↵ lines at lower Ly↵ luminosities.
One of our sources (CALYMHA-147, the faintest) also shows a
potential blue bump, and those with significant continuum also
reveal the Ly↵ forest/neutral gas within the close proximity and
along the line of sight. Note that the “negative flux” regions are
a consequence of jittering over ±300 along the slit.

dard stars Hip108612, GD71, Hip033300 and Feige110 (see
Table A4) have been observed. We use the X-SHOOTER
pipeline to reduce the standard stars in the same way as
the science targets and combine the exposures from single
observing blocks.

In the case that a source has been observed by multiple
observing blocks, we co-add the frames by weighting each
frame with the inverse of the variance (noise) in 2D and by
correcting for slight positional variations based on the posi-
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Figure 8. The Ly↵ luminosity function for our combined COS-
MOS and UDS coverages down to a Ly↵ EW0 > 5 Å. We com-
pare with what we would obtain by not removing contaminants,
but instead applying only a higher EW cut (EW0 > 20 Å), to
directly compare with Konno et al. (2016). We find that we
can fully recover the results of Konno et al. 2016, including a
much higher number density of very bright sources. However, as
our spectroscopic (we have spectroscopic redshifts for 50% of all
> 1043 erg s�1 line emitters) and photometric redshift analysis
shows, this is driven by the presence of Ciii] and Civ emitters.
We also investigate and show the e↵ect of varying the Ly↵ EW0

cut in addition to our robust Ly↵ selection (redshifts and colour-
colour selection). For di↵erent EW cuts, we re-compute all our
completeness corrections per field to take into account that our se-
lection changes (a higher EW cut means a lower completeness, so
our completeness corrections increase). We find that completeness
corrections can compensate for incompleteness at the faint end,
but the bright end becomes significantly incomplete for higher
EW cuts.

have Lyman-breaks at shorter wavelength than Ly↵ emit-
ters, even if spectroscopic redshifts are not available.

Only spectroscopic follow-up can completely establish
the exact shape of the bright end of the Ly↵ luminosity func-
tion (for the remaining 50% of the sources spectroscopic red-
shifts are not currently available). We have already followed-
up further two of the bright line-emitters with XSHOOTER
on the VLT in October 2016 without any Ly↵ pre-selection,
confirming a Nv 1239 emitter (with broad Ly↵) at z = 2.15,
and one Ly↵ emitter at z = 2.2088, in line with our expec-
tations of relatively high contamination. These source will
be presented in a future paper, together with the rest of the
on-going follow-up on the VLT. Nevertheless, we can already
conclude that it is crucial to remove contaminants, even for
surveys in the bluest optical bands like ours. Our “Ly↵” lu-
minosity function obtained by using all NB392 emitters can
also be seen as a strong upper limit for the real Ly↵ lumi-
nosity function, as it already contains a significant number
of confirmed contaminants, which become more and more
significant at the highest luminosities. As our data allow
us to derive contamination fractions per bin, we compute
them and apply them to Konno et al. (2016), to derive a
Ly↵ luminosity function which is fully comparable to ours.
We show the results in Figure 7. The contamination cor-
rections (CC) to log(�) we derive are well described as
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Figure 9. The rest-frame EW distribution of Ly↵ selected emit-
ters at z = 2.23. We find an average EW0 = 85 ± 57 Å, with a
median of ⇡ 100 Å. We find that 11% of all Ly↵ emitters have
5 <EW0 < 25 Å, but that the lower EW0 Ly↵ emitters are pref-
erentially the brightest in Ly↵ luminosity, and are particularly
important for the bright end of the Ly↵ luminosity function at
z = 2.23 (X-ray AGN). We also show the H↵ EW0 distribution of
H↵ emitters from Sobral et al. (2014), from roughly the same vol-
ume surveyed with Ly↵. This clearly shows that the rest-frame
EW distribution of H↵ is shifted to higher values, but scaling
them by 60% recovers a similar distribution. For comparison at
higher redshift, but avoiding potential re-ionisation e↵ects, we
also show the EW0 of Ly↵ emitters at z = 5.7 from Santos et al.
(2016), clearly showing evolution not only in the average, but
even more so on the spread, revealing very high EWs that simply
are not seen at the peak of star-formation history.

a function of Ly↵ luminosity: CC = �0.28LLy↵ + 11.732
for LLy↵ ⇡ 1042�44.5 erg s�1. We note that if one fits the
Ly↵ luminosity function with a Schechter function up to
LLy↵ ⇠ 1043 erg s�1 the contamination e↵ect is still rela-
tively small with logL⇤

Ly↵ being overestimated by ⇡ 0.15 dex
and log �⇤

Ly↵ being underestimated (as a consequence of the
change in L⇤) by ⇡ 0.1 dex. However, contamination plays a
major role for the highest luminosities and for determining
the apparent power-law component of the Ly↵ luminosity
function.

5.3 The EW distribution of Ly↵ emitters at
z = 2.23 and implications for the Ly↵
luminosity function

As discussed in §5.2, the choice of Ly↵ rest-frame EW cut
may have important e↵ects in conclusions regarding the na-
ture of Ly↵ emitters. Traditionally, due to the FWHM of
typical narrow-band filters, and particularly due to the early
di�culty in applying colour-colour and/or photometric red-
shift selections to di↵erentiate between Ly↵ and other line
emitters1, a relatively high EW cut was used. This assured

1 This becomes more problematic for higher redshift Ly↵ surveys,
as Ly↵ emitters become a progressively lower fraction of the full
sample of emitters; see e.g. Matthee et al. (2014) or Matthee et al.
(2015)
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The epoch of re-ionisation: what do we need?

• How and when did re-
ionisation happen?

• What caused it?
• How heterogeneous was it? 

• 1 Fraction of LyC (ionising) photons that escape
• 2 How many LyC photons per UV luminosity
• 3 UV luminosity density

e.g. Shapiro et al. 1994; Furlanetto et al. 2004; McQuinn et al. 2006; Iliev et al. 2006; Dijkstra 2014

see e.g. Robertson et al. 2013, 2015; 
Mason et al. 2016; Faisst 2016;
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Figure 4. Left: Volume fraction of ionized hydrogen as a function of redshift assuming log (⇠
ion

) = 25.4 for M
UV,lim = �13

(top) and M
UV,lim = �10 (bottom) with 1� and 90% confidence intervals (for 8.5 < log(M/M�) < 9.5, only). The di↵erent

stellar mass bins are indicated with colors. The thin line marks z < 6 when the universe is observed to be fully ionized. We
also show log (⇠

ion

) = 25.6 for 8.5 < log(M/M�) < 9.5 as dashed line for reference. Right: Electron scattering optical depth
integrated up to di↵erent redshifts for M

UV,lim = �13 (top) and M
UV,lim = �10 (bottom) with 1� and 90% confidence intervals

(for 8.5 < log(M/M�) < 9.5, only). The di↵erent stellar mass bins are indicated with colors. The gray hatched band marks
the recent constraints from Planck. We also show log (⇠

ion

) = 25.6 for 8.5 < log(M/M�) < 9.5 as dashed line. All in all, we
find that our observational based prediction of f

esc

are just enough for galaxies to reionize the universe by z ⇠ 5.3. Lower mass
galaxies are predicted to reionize the universe by �z ⇠ 0.5 earlier.

⌧el(z) = c hnHi�T

Z z

0

feQHII(z
0)H�1(z0)(1 + z0)2dz0

(2)

Q̇HII =
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where trec is the hydrogen recombination time with
↵B the case B recombination coe�cient. We assume
Xp = 0.75 for the hydrogen mass fraction (e.g., Hou
et al. 2011), the helium mass fraction is given as Yp =
1 � Xp (Kuhlen & Faucher-Giguère 2012), and a frac-
tion of free electrons as fe = 1 + Yp/2Xp at z  4

and fe = 1 + Yp/4Xp at z > 4. Furthermore, we use
a baryon density ⌦b = 0.04, the Thompson scatter-
ing cross-section �T = 6.653 ⇥ 10�25 cm2, and an IGM
temperature T = 20, 000K. We assume C = 3 and
log (⇠ion) = 25.4 and 25.6. For the integrated UV lumi-
nosity density, ⇢uv, we use MUV,lim = �13 and �10 and
the UV luminosity functions by Mason et al. (2015).
With our observationally driven prediction of fesc(z)

and our reasonable assumptions for C and ⇠ion, we can
now investigate whether galaxies can reionize the uni-
verse by z ⇠ 6. The left panels of Figure 4 show
QHII(z) for MUV,lim = �13 (top) and �10 (bottom).
The 1� and 90% confidence intervals from our fesc
predictions are given for log (⇠ion) = 25.4 and 8.5 <
log(M/M�) < 9.5. We also show log (⇠ion) = 25.6
as dashed line for reference. The population averaged
(8.5 < log(M/M�) < 9.5) results are shown in black
together with other stellar mass bins with colors as in
Figure 3. The right panels of Figure 4 show ⌧el(z) with
the same color coding and assumptions. We find that,
galaxies with log(M/M�) ⇠ 9.0 are capable of ioniz-
ing the IGM by zion = 5.3�1.8

+2.4 and yield ⌧el ⇠ 0.05
with the combination (MUV,lim, log ⇠ion) = (�13, 25.4).
Note that this is a population averaged quantity and
single galaxies may show very di↵erent escape fractions
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Figure 4. Left: Volume fraction of ionized hydrogen as a function of redshift assuming log (⇠
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) = 25.4 for M
UV,lim = �13

(top) and M
UV,lim = �10 (bottom) with 1� and 90% confidence intervals (for 8.5 < log(M/M�) < 9.5, only). The di↵erent

stellar mass bins are indicated with colors. The thin line marks z < 6 when the universe is observed to be fully ionized. We
also show log (⇠
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) = 25.6 for 8.5 < log(M/M�) < 9.5 as dashed line for reference. Right: Electron scattering optical depth
integrated up to di↵erent redshifts for M

UV,lim = �13 (top) and M
UV,lim = �10 (bottom) with 1� and 90% confidence intervals

(for 8.5 < log(M/M�) < 9.5, only). The di↵erent stellar mass bins are indicated with colors. The gray hatched band marks
the recent constraints from Planck. We also show log (⇠
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) = 25.6 for 8.5 < log(M/M�) < 9.5 as dashed line. All in all, we
find that our observational based prediction of f

esc

are just enough for galaxies to reionize the universe by z ⇠ 5.3. Lower mass
galaxies are predicted to reionize the universe by �z ⇠ 0.5 earlier.
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where trec is the hydrogen recombination time with
↵B the case B recombination coe�cient. We assume
Xp = 0.75 for the hydrogen mass fraction (e.g., Hou
et al. 2011), the helium mass fraction is given as Yp =
1 � Xp (Kuhlen & Faucher-Giguère 2012), and a frac-
tion of free electrons as fe = 1 + Yp/2Xp at z  4

and fe = 1 + Yp/4Xp at z > 4. Furthermore, we use
a baryon density ⌦b = 0.04, the Thompson scatter-
ing cross-section �T = 6.653 ⇥ 10�25 cm2, and an IGM
temperature T = 20, 000K. We assume C = 3 and
log (⇠ion) = 25.4 and 25.6. For the integrated UV lumi-
nosity density, ⇢uv, we use MUV,lim = �13 and �10 and
the UV luminosity functions by Mason et al. (2015).
With our observationally driven prediction of fesc(z)

and our reasonable assumptions for C and ⇠ion, we can
now investigate whether galaxies can reionize the uni-
verse by z ⇠ 6. The left panels of Figure 4 show
QHII(z) for MUV,lim = �13 (top) and �10 (bottom).
The 1� and 90% confidence intervals from our fesc
predictions are given for log (⇠ion) = 25.4 and 8.5 <
log(M/M�) < 9.5. We also show log (⇠ion) = 25.6
as dashed line for reference. The population averaged
(8.5 < log(M/M�) < 9.5) results are shown in black
together with other stellar mass bins with colors as in
Figure 3. The right panels of Figure 4 show ⌧el(z) with
the same color coding and assumptions. We find that,
galaxies with log(M/M�) ⇠ 9.0 are capable of ioniz-
ing the IGM by zion = 5.3�1.8

+2.4 and yield ⌧el ⇠ 0.05
with the combination (MUV,lim, log ⇠ion) = (�13, 25.4).
Note that this is a population averaged quantity and
single galaxies may show very di↵erent escape fractions

Robertson et al. 2013, 2015; Faisst 2016



What we need to make new breakthroughs

• Well calibrated + sensitive
• Significant amount of telescope time
• Able to uniformly select large samples
• Different epochs + Large areas + Best-studied fields
• A good, well-understood selection resulting in a representative 

population of galaxies for a given science case
• Probe new and uncharted parameter spaces
• Low to Residual “political feedback”

(apart from a great hard-working team)



Escape of Lyα photons: cosmic averaged escape fraction
• “Traditional” ways of selecting Lyα emitters miss most real bright Lyα and 

introduce contaminants at bright end
12 D. Sobral et al.
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Figure 7. The Ly↵ luminosity function for our combined UDS and COSMOS coverage and down to a Ly↵ EW0 > 5 Å. We find that the
LF is well fitted by a Schechter function up to ⇠ 1043 erg s�1, but seems to become a power-law for higher luminosities. We also show
the Ly↵ luminosity function presented by Hayes et al. 2010 at z = 2.2 and the recent determination at z = 2.2 by Konno et al. 2016.
We find good agreement with the wide and deep survey of Konno et al. 2016, including the departure from the Schechter function. The
agreement becomes excellent when we apply the same selection as in Konno et al. 2016, i.e., use all NB392 emitters and assume all are
Ly↵ (see Figure 6). While it may seem that we are in disagreement with Hayes et al. 2010, we note that their data-points, due to probing
a very deep, but very small volume, only probe the faintest of our two bins, and this there is no significant disagreement, particularly
given the expected cosmic variance, as Hayes et al. 2010 only investigated a single small field. We also show the extinction-corrected H↵
luminosity function from Sobral et al. 2013, transformed into Ly↵ with a 5% escape fraction.

emitters become a progressively lower fraction of the full
sample of emitters; see e.g. Matthee et al. 2014 or Matthee
et al. 2015), a relatively high EW cut was used. This assured
that lower redshift emitters would be excluded. The typical
value for this cut has been EW0 ⇠ 25 Å.

As our sample is able to probe down to Ly↵ rest-frame
EWs of 5 Å, we have the opportunity to investigate how
complete sample with higher rest-frame EW cuts may be
and what is the e↵ect on e.g. the Ly↵ luminosity function.
Figure 8 shows the distribution of Ly↵ rest-frame EWs at
z = 2.23. We find that the median EW0 at z = 2.23 is
⇡ 100 Å, with a tail at both higher rest-frame EWs (highest:
390 Å) and lower (lowest: 5.1 Å). If we were to apply a cut at
EW0 > 25 Å, we would still recover 89% of our full sample of
Ly↵ emitters. By imposing a cut of EW0 > 50 Å, we would
only recover 69% of all Ly↵ emitters.

However, the most interesting question is whether the
Ly↵ emitters missed occupy a specific parameter space. We
find that apart from missing Ly↵ emitters at all luminosi-
ties, we preferentially cut-o↵ the bright Ly↵ emitters which
are responsible for the apparent power-law behaviour, by
imposing progressively higher rest-frame EW cuts. In prac-
tice, while EW0 cuts from 5 to 25 to 50 Å result in missing

11 and 31% of Ly↵ emitters as a whole, for L > 1043 erg s�1

Ly↵ emitters we actually lose 70% and 90%, respectively.
This means that Ly↵ surveys with high rest-frame EWs will
likely not see the brightest Ly↵ emitters, and will miss the
power-law component of the Luminosity function.

In Figure 8 we also compare the rest-frame EW distri-
bution of our Ly↵ emitters with H↵ emitters at the same
redshift (Sobral et al. 2014b) and the EW distribution of
Ly↵ emitters at higher redshift (z = 5.7 Santos et al. 2016).
We find that H↵ emitters at z = 2.23 show much higher
EWs than Ly↵ selected sources at the same redshift. Inter-
estingly, if one reduces the H↵ EWs by ⇡ 60%, the distribu-
tion becomes relatively similar to the one observed in Ly↵.
This is not at all the case for the distribution of EWs for
higher redshift Ly↵ emitters, selected over a similar range
in luminosities from Santos et al. (2016). Ly↵ emitters at
z ⇠ 6 present a much broader EW distribution, with a tail
at very high EWs.

In the following Section we derive luminosity functions
with the three di↵erent EW cuts, by applying appropriate
completeness corrections, and provide a more quantitative
conclusion regarding the e↵ect of the EW cut.
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Figure 4. Left: The distribution of photometric redshifts for our candidate NB392 line emitters, indicating the redshift of major emission
lines – see Table 2. We find tentative photometric redshift peaks at the redshifts expected from major emission lines. Note that a fraction
of the sources (⇠ 30%) is too faint in the continuum to derive a photometric redshift, and thus is not shown here. For those with a
photometric redshift, there is evidence that while Ly↵ emitters dominate, there is a significant population of Civ and Ciii] emitters,
followed by Mg emitters, and Nev + [Oii] emitters. Right: The distribution of spectroscopic redshifts for our sample, from heterogeneous
compilations and mostly i-band selected spectroscopic surveys. Even though the spectroscopic redshifts available from the literature are
not representative of the full sample, and are highly biased towards AGN, the results agree fairly well with the photometric redshift
distribution, revealing 5-10 spectroscopic confirmations of all major lines. We also show the NB392 emitters which are emitters in either
NBJ , NBH and/or NBK (from Sobral et al. 2013, see §3.3), which can be considered as spectroscopically confirmed.

distribution can provide a very useful tool to select z = 2.23
Ly↵ emitters, for relatively bright optical sources. However,
photometric redshifts can be highly uncertain, and have
significant systematics, particularly at z ⇠ 2 and for blue
sources. This is important as many Ly↵ emitters are ex-
pected to be very blue. Furthermore, photometric redshifts
are not available for a significant fraction (⇠ 30%) of the
typically fainter NB392 emitters. Thus, relying solely on
photometric redshifts would not result in a clean, high com-
pleteness sample of z = 2.23 Ly↵ emitters. We mitigate this
by following Sobral et al. (2013), i.e., by applying colour-
colour selections for the fainter NB392 emitters (see §3.3.2).
We also discuss the selection of the faintest sources, which
are undetected in the continuum in §3.3.2.

While spectroscopy is extremely limited for z = 2.23
sources, double, triple and quadruple narrow-band line de-
tections between NB392 and NBK (H↵), NBH ([Oiii]) and/or
NBJ ([Oii]) can be very useful if these lines are bright enough
in the observed NIR (Sobral et al. 2013). Those allow the
identification of further 7 secure Ly↵ emitters, while they
also recover 6 out of the 11 spectroscopically confirmed ones,
including one source that is an emitter in all narrow-bands
(see Matthee et al. 2016b). Overall, 13 Ly↵ emitters have in-
formation for at least another line from multi-narrow-band
imaging (see Figure 4). Note that Matthee et al. (2016b)
presents a larger number of Ly↵+H↵ emitters, as the study
goes down to lower significance in the NB392 filter, by fo-
cusing on the H↵ emitters from Sobral et al. (2013).

3.3.1 Selecting continuum-undetected Ly↵ emitters

We note that out of all 440 line emitters, 387 are “selectable”
(⇡ 88%), i.e., we either have a photometric redshift (65%)
or B � z and z �K colours (88%) that will allow us to test
whether they are Ly↵ emitters in §3.3.2. For the remaining
53 sources (12%) this is not possible. We investigate these
53 sources, finding that they present the lowest emission
line fluxes in the sample, but, having faint or non-detectable
continuum in redder bands than u, they have typically very
high EWs (median observed EWs ⇡ 300 Å), consistent with
the majority being Ly↵ emitters at z = 2.23 (simultane-
ously the only line able to produce such high EWs and the
higher redshift line). For these sources we apply the canon-
ical EW0 > 25 Å (z = 2.23), which selects 46 out of the 53
sources, and flag these as candidate Ly↵ emitters, including
them in our sample (see also Rauch et al. 2008). We note that
they all have Ly↵ luminosities in the range 1042.5±0.2 erg s�1,
and contribute to the very faintest bin in the Ly↵ luminos-
ity function. The remaining/excluded 7 sources have lower
EWs, likely explained by very low mass lower redshift emit-
ters, such as Ciii] emitters, although we note that they can
still be Ly↵ emitters (adding these 7 sources does not change
any of our results).

In summary, we identify 46 sources as Ly↵ emitters out
of the 53 which are not detected in broad bands.

3.3.2 Selecting continuum-detected Ly↵ emitters

The selection of Ly↵ emitters is identical for our COSMOS
and UDS fields and we follow the selection criteria of Sobral
et al. (2013). An initial sample of z = 2.23 Ly↵ emitters is
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• CIV, CIII], HeII and other UV lines can have high enough EWs to make it into 
the selection. They are important contaminants

• Interesting on themselves (statistical samples): Stroe et al. 2017a,b (in prep.)

Sobral, Matthee et al. 2017a

Sobral, Matthee et al. 2017a


